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Abstract

In recent years, there has been a rise in complex and computationally expensive machine
learning systems with many hyperparameters, such as deep convolutional neural networks.
Historically, hyperparameters have provided humans a level of control over the learning
process and the performance of the model, and it is well known that different problems
require different hyperparameter configurations in order to obtain a good model. However,
finding good configurations can be quite challenging, and complexity arises when more
hyperparameters are introduced. In addition, research has shown that some tasks may
benefit from certain hyperparameter schedules, suggesting that there exists an optimal
hyperparameter configuration for every training step.

The issue has resulted in a great deal of research on automated hyperparameter op-
timization, but there is still a lack of purpose-built methods for generating hyperparam-
eter schedules as they are much harder to estimate. Evolutionary approaches such as
Population-Based Training (PBT) has shown great success in estimating good hyperpa-
rameter schedules, successfully demonstrating that it is capable of training the network
and optimizing the hyperparameters at the same time. However, the method relies on
simple selection and perturbation techniques when exploring new hyperparameters, and
does not consider other, more advanced optimization methods.

In this thesis, we set out to improve upon the PBT method by incorporating heuris-
tics from the powerful, versatile and evolutionary optimizer called Differential Evolution
(DE). As a result, three procedures are proposed, named PBT-DE, PBT-SHADE and
PBT-LSHADE. Of the proposed procedures, PBT-DE incorporates the initially proposed
heuristics, while PBT-SHADE and PBT-LSHADE explores more recent and adaptive ex-
tensions based of SHADE and LSHADE. In addition, a purpose-built distributed queuing
system is used for processing members per generation, and allows for asynchronous parallel
training and adaption of members.

In order to assess the predictive performance, PBT and the proposed procedures were
compared on the MNIST and Fashion-MNIST datasets using the MLP and LeNet-5 net-
work architectures. The empirical results demonstrate that there is a statistical significant
difference between PBT and the proposed procedures on the F1 score. Visual and statis-
tical analysis suggest that each proposed procedure outperform PBT on all tested cases.
The result data on the Fashion-MNIST dataset indicate a 0.748% and 0.384% gain on
average accuracy with MLP and LeNet-5, respectively, when trained with PBT-LSHADE.
On the MNIST dataset, result data shows that PBT-SHADE improved average accu-
racy with 0.21% using MLP, and PBT-DE improved average accuracy with 0.068% with
LeNet-5. Furthermore, additional testing suggest that PBT-SHADE scales better with
larger population sizes when compared to PBT.
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Chapter 1

Introduction

Hyperparameters are an essential part of almost every machine learning system, providing
researchers and practitioners with different ways to tune the systems in order to obtain
the optimal performance. A large variety of machine learning systems exist, ranging from
artificial neural networks [19], kernel methods [165], to ensemble models [33, 21]. Most
learners depend on an ambiguous, yet well-defined set of hyperparameters λ in order to
operate appropriately. Generally, hyperparameters are represented by a tuple of mixed
values in the form of non-fractional numbers such as integers, or fractional numbers such
as decimals, to categorical values such as strings, boolean or fixed numbers. It is up to
the user to define and assign the hyperparameters to a good state in order to get the
most out of the selected learning method. While some hyperparameters may have less
impact compared to other hyperparameters, they collectively change various aspects of
the learning algorithm, which leads to a varying degree of influence on the resulting model
and the performance. This is especially true for recent deep neural networks that depend
on various hyperparameter choices about the neural network architecture, regularization,
and optimization.

For complex systems such as neural networks, finding the optimal hyperparameter con-
figuration can be quite difficult, as it most often requires multiple test-runs with different
sets of hyperparameters. Traditionally, such searches are done manually by rule-of-thumb
[72, 76], or by testing different combinations of hyperparameters with a predefined grid
[146]). Generally, each hyperparameter combination is produced by a user with some level
of tuning knowledge (and with some level of human intuition). Each set of hyperparam-
eters are tested and scored on how well the system performed after training. If the last
score is not satisfactory, the tester will produce a new set of hyperparameters, either based
on the previous set or in an entirely new direction. This sequential tuning-process repeats
until some criteria is met.

While tuning can be simple as described above, such manual methods and semi-
automatic methods leave much to be desired. First of, they lack in terms of repro-
ducibility, as they rely on the rule-of-thumb approach. Secondly, while these methods
are practical with smaller sets of hyperparameters, they fall short for learning approaches
that provide larger sets of hyperparameters [32] and/or training processes which benefit
from hyperparameter schedules [82, 158, 5, 30, 23]. Thirdly, manual and semi-automatic
approaches require human effort, which combined with tedious, repetitive and exhaustive
tuning sessions (especially with computational expensive learning methods), can affect the
final performance of the model. In addition, some hyperparameters are depended on each
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2 Chapter 1. Introduction

other, and it is possible that changing on hyperparameter might require changing other
hyperparameters as well [158, 5]. Lastly, for complex systems, the training and evaluation
of models will often require considerable amount of computational resources in order to
complete within an appropriate time period. With a strict time-budget, the process may
be cut short before the optimal hyperparameter configuration is found.

In order to address these issues, automated hyperparameter optimization receives in-
creasing amounts of attention in machine learning [46]. Hyperparameter optimization has
already been shown to outperform manual approaches performed by experts on multiple
problems [18, 17]. When tailored to the problem at hand, hyperparameter optimization
improves the performance of machine learning algorithms, which has led to new state-of-
the-art performances for several machine learning benchmarks [131, 172]. Compared to
manual search, hyperparameter optimization also improves the reproducibility and fair-
ness of scientific studies. It provides fair comparisons between various learning approaches,
as they all undergo the same tuning process [16, 166].

Research on the challenges of hyperparameter optimization have been conducted for
some time [96, 101, 133, 159]. In the beginning, it was made clear that different datasets
require different hyperparameters configurations [101]. Later it was found out that general-
purpose pipelines can be adapted to specific application domains with hyperparameter
optimization [49]. In recent times, it is clearly known that tuned hyperparameters yields
better model performance compared to the default setting that is provided by many of
the current machine learning libraries [129, 144, 162, 191]. While several approaches to
hyperparameter optimization was introduced since its introduction [15, 140, 203], manual
search and grid search still prevailed as the best method for hyperparameter tuning for
many years for several reasons [141, 98, 149, 204]. Inevitably, this would all change later
with the release of several powerful hyperparameter optimization algorithms [17, 172, 116,
125, 145, 123, 84, 61].

While some methods explore the hyperparameter search space in with a pre-determined
grid or with random points [146, 17], others guided by exploiting the gradient directly [26,
109], or evolutionary approaches that uses natural selection theory to define a population
of points in the search space that mutates over time [119, 130, 123, 125], they all return a
single, fixed hyperparameter configuration that achieves the best performance. While this
is the general goal of hyperparameter optimization, recent studies have looked into ways
to adapt the hyperparameters while training in order to obtain the best model directly
[84, 47].

1.1 Research Question and Method

In this study, we will attempt to improve upon Population-Based Training (PBT) [84], an
evolutionary hyperparameter adaption procedure for neural networks. PBT has demon-
strates competitive performance in several benchmarks when compared to random search.
Because the method uses simple, random perturbation to explore new hyperparameters, we
wonder whether there are ways to improve the exploration method with a well-established
and well-researched metaheuristic called Differential Evolution (DE) [179]. Interestingly,
DE has already shown some success for other evolutionary approaches [208] for training
neural networks, reporting that hybridization of different evolutionary technologies may
improve their search capability in network parameters learning. More recently, variants of
DE have been shown to perform well for hyperparameter tuning as well [61].
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1.1.1 Research Question

The research question of this study consists of one main question with two sub-questions;
First, we need to find appropriate ways to apply DE heuristics to the PBT procedure:

RQ 1 In what way can differential evolution heuristics be incorporated into population-
based training for neural networks?

Secondly, we need to compare the proposed PBT procedure(s) to the original PBT
procedure:

RQ 1.1 In what way will the differential evolution heuristics affect the performance of
population-based training for neural networks?

Lastly, the number of members in the population is one of the most important pa-
rameters for population-based training in regards to performance and algorithmic time
complexity. Therefore, there is a compelling reason for testing different populations sizes:

RQ 1.2 In what way will the number of members in the population affect the performance
of population-based training with differential evolution?

1.1.2 Method

In order to answer the research questions, we set out to obtain a broad understanding
of the research field of hyperparameter optimization for machine learning. Therefore,
important, novel approaches for hyperparameter optimization has been researched in order
to establishing the current research field. Moreover, the original PBT [84] procedure is
presented in detail in order to obtain a clear understanding of how the procedure operate,
and which parts of the procedure that should be updated or replaced. In addition, some
of the few recent PBT extensions will also be included. In a similar manner, the initial
DE procedure will also be covered in detail, including how the algorithm works, how it
performs and recent advancements made to the original algorithm. The literature review
allows us to establish current trends and practices, as well as differences between methods
in characteristics, strengths and weaknesses.

The literature review lays the foundation for developing new procedures based of PBT
that incorporates heuristics from DE which answers RQ1. To obtain result data, developed
procedures and the PBT procedure are tested on image classification with the MNIST [110]
and Fashion-MNIST [207] datasets using the Multilayer Perceptron (MLP) and LeNet-5
network architectures in order to answer RQ1.1 and RQ1.2. The characteristics of each
procedure relevant for analysis is the predictive performance, predictive performance over
time, generalization error, time complexity and performance across different population
sizes.

Performance is measured by three individual metrics, but all statistical analysis are
based of result data by one determined metric: the F1 Score [29]. Because multiple
procedures are proposed, statistical analysis is first and foremost conducted using the
Welch ANOVA [205] test method followed up with a Pairwise Games-Howell [59] Post-Hoc
analysis. This type of test is used in order to determine whether there are a statistical
significant difference between the procedures on the result data, and if so, where the
difference exist. When that is done, descriptive statistics and visual analysis is used in
order to describe the difference between the numerical data obtained.
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1.2 Outline

This section gives a short summary of the remaining chapters of this thesis.

Chapter 2 formulates the hyper-parameter optimization problem and explains some of
the important findings known about the problem. In addition, a large part of this
chapter consists of background information about a range of different model-free and
model-based algorithms for hyperparameter optimization that precedes the PBT pro-
cedure. After that, general and mathematical descriptions is formulated for training
and adapting neural networks with hyper-parameter optimization. Then, the chapter
provides a description of PBT, including extensions that were available at the time.
Lastly, a large portion of the chapter is reserved for giving a detailed description of
DE, as well as significant advances proposed more recently.

Chapter 3 presents the proposed procedures and as well as information about testing
setups for obtaining the experimental results. This include the implementation de-
tails regarding the PBT procedure, as well as the choice of procedure parameters
and which key parts of the procedure that are included. Furthermore, three different
PBT-based procedures with DE heuristics are proposed, where each procedure and
their operations are explained in detail. Later, information about the experimental
test setup is given, describing the various datasets and neural network architectures
selected. This include the technique used for sampling the datasets into set divisions,
as well as details about the implementation of the network architectures. Moreover,
we define and describe the types of hyperparameters that will undergo optimization,
and why certain hyperparameters were left out. At the end of the chapter, infor-
mation about the technical aspects of running the procedures is given, including
the overall flow of the system, programmatic approaches, as well as details about
the computer environment, programming language and publicly available packages
used.

Chapter 4 consists of the experimental results obtained from running the PBT proce-
dure and the procedures proposed in this study. Here, the statistical significance is
determined by running the Welch ANOVA [205] and Games-Howell [59] Post-Hoc
analysis which are performed on the result data. In addition, multiple figures and
tables are presented, describing the predictive performance of the algorithms, both
final and over time. Later, some information is given regarding the time complexity
of the procedures. Furthermore, the predictive performance results from running
tests with different population sizes is presented and analyzed. Lastly, the chapter
is ended with a visual analysis of the hyperparameter schedules generated from the
procedures, focusing on the overall trends.

Chapter 5 includes a concise summary of the principal implications of the findings. First,
the research questions are reiterated and answered based of the findings. After that,
the results are put in context with the state-of-the-art results. To end the chapter,
we acknowledge limitations and challenges and propose recommendations for future
research.

Chapter 6 concludes this thesis by summarizing the main contributions of the work and
ends on recommendations for future research.



Chapter 2

Background

This chapter consists of five sections. First of all, Section 2.1 give details about the
general objective of hyperparameter optimization, including known challenges and the
mathematical notations that will be used to describe the different methods mentioned
throughout this chapter. Section 2.2 provides insight into several well-established methods
of hyperparameter optimization, describing how they work and their characteristics. In
Section 2.3, neural network training and hyperparameter adaption are explained, covering
the major operations that is performed in order to train and optimize neural networks. In
Section 2.4, PBT is described in more detail, including recent related work that sets out to
improve upon the original procedure. Finally, Section 2.5 covers essential DE heuristics,
as well as several recent state-of-the-art adaptive DE extensions.

2.1 Research Topic

In simple terms, the general goal of machine learning applications is to optimize the train-
able parameters θ of a modelM to minimize some predefined loss function L

(
X (test);M

)
on the given test data X (test). The model M is constructed by a learning algorithm A
using a training set X (train), typically involving solving some convex optimization prob-
lem over the parameter space Θ. The goal of hyperparameter search is to find a set of D
hyperparameters λ∗ (not to be confused with θ) that yield an optimal model M∗ which
minimizes L

(
X (test);M

)
[31]. This is considered a non-differentiable, single-objective op-

timization problem for a constrained hyperparameter configuration space, or search space,
Λ = Λ1 × Λ2 × . . .ΛD of mixed data types. The domain of the n-th hyperparameter is
denoted by Λn. A hyperparameter configuration is denoted by the vector λ ∈ Λ, which
becomes Aλ when the hyperparameters of A is instantiated to λ. The problem can be
formalized as follows:

λ∗ ≈ argmin
λ∈Λ

L
(
Aλ(X (train);X (test))

)
≈ argmin

λ∈Λ
F
(
Aλ,L,X (train),X (test)

) (2.1)

As shown in Equation 2.1, the objective function F is the general function to be
optimized. It is dependent on a tuple of hyperparameters λ, as well as the machine
learning algorithm A, the chosen loss function L, and the dataset X . For supervised
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6 Chapter 2. Background

learning, X is commonly split into a training set X (train) and a testing set X (test) using
hold-out or cross-validation methods [100, 45].

One of the major operations in the objective function F consists of training a model
M through navigating Θ by computing the loss on X (train) using L. Simply put, the loss
function L purpose is to guide the learning by applying a cost that encourage good pre-
dictions and discourage bad predictions (training is covered in more detail in Section 2.3).
There have been proposed various methods for calculating the loss, like the Mean Square
Error (MSE), Mean Absolute Error (MAE), cross-entropy [41], as well as problem-specific
ones such as loss functions for class imbalance [120]. Many of the commonly used machine
learning packages also include multiple loss functions as a categorical hyperparameter
[146, 154, 1].

After training, M is validated on X (test) by computing L or using an entirely dif-
ferent metric to describe the predictive performance. When performing hyperparameter
optimization, the model M is typically validated using a portion of the training set to
form a validation set X (valid), and final predictive performance is reported using the test
set X (test). This is done to minimize the generalization error so that the hyperparameter
optimization algorithm does not return λ∗ that is overfitted on the test set.

The time it takes to perform hyperparameter optimization by navigating Λ in order to
find the optimal set of hyperparameters λ∗ depends heavily on the available computational
resources, as well as the selected learning algorithm A and the size of the dataset X .
Certain types of hyperparameters may also have a great influence on the evaluation time;
for example, the size of ensembles [21, 33], changes to the neural network architecture
[19] or even regularization and kernel complexity for support vector machines [20]. With
this in mind, hyperparameter evaluations suddenly become an computationally expensive
issue that can take up to multiple days or even weeks [184, 42, 104].

Hyperparameters are most often defined as continuous values such as floating point
values, often related to regularization. They may also be discrete values such as integers,
commonly used to define the neural network architecture [19], parameterization of kernels
in kernel methods [165], or size of ensembles [33, 17]. In addition, some learning algorithms
also accept categorical values with no specific order, such as strings. These may be used
to set different flags that enable or disable different operations in the learning algorithm
[146]. This makes hyperparameter optimization a mixed-type problem, and special care
must be taken for optimization algorithms that perform arithmetic operations directly
with hyperparameters [91, 180, 17].

While some machine learning algorithms provide only a few hyperparameters [4, 35,
146] for optimization (effectively having a search space Λ of low dimensionality), other
complex learners might supply hundreds of hyperparameters [16]. The number of hyper-
parameters may be extended even more if various methods of pre-processing or regular-
ization (e.g. data augmentation, weight decay) are also subjected to optimization [77].
When that has been said, for many cases it has been empirically demonstrated that only
a few hyperparameters are needed in order to impact model performance [17], but that
requires the difficult task of determining which hyperparameters to prioritize.

2.2 Related Work

In machine learning, a wide variety of optimization methods have been proposed for se-
lecting optimal hyperparameters, including model-free approaches [146, 17, 86, 116] and
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Automated Hyperparameter Optimization

Model-Free

Grid
search

Random
search

SuccessiveHalving

Hyperband

Model-Based

Bayesian
Optimization
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Evolutionary-
Algorithms

CMA-ES PSO PBT

Figure 2.1: Approaches for automated hyperparameter optimization [123].

model-based approaches such as Bayesian optimization techniques [88, 10, 18, 46, 79, 172]
and evolutionary methods [119, 130, 123, 125, 84]. This section will provide details about
some of the fundamental hyperparameter optimization approaches for machine learning
that have been suggested over the recent years. Figure 2.1 displays an overview of these
approaches, split into model-free and model-based methods [123]. Through careful explo-
ration and exploitation, model-based methods create a surrogate model of the search space
Λ with the information obtained during optimization. Alternatively, model-free methods
refers to algorithms that do not exploit knowledge about the search space Λ.

2.2.1 Grid Search

Grid search [146] is one of the simplest ways to perform hyperparameter optimization and
is often used in combination with manual search [73, 108, 111]. The search space Λ is
partitioned into a Cartesian grid, indexed by K configuration vectors λk, which contain a
range of values for each particular hyperparameter. These values can be specified manually
by a user, or they can be generated using approaches such as through logarithmic scale
steps [17]. In order to perform grid search, every joint specification of hyperparameters
λS are created by assembling every possible combination of values from each vector in
Λ. The model M is then trained with the learning algorithm A for S =

∏K
k=1 |L(k)|

trials (one for each set of combined hyperparameters λ) and evaluated using the objective
function F . While grid search works fine for smaller sets of hyperparameters, it evidently
suffers from the curse of dimensionality ; the number of trials grows exponentially with
the number of hyperparameters at a rate of O(nk) [14], assuming that n is the same for
all hyperparameters. The time complexity issue can be mitigated with the use of parallel
computing, but compared to more recent and efficient methods, grid search stands now as a
slower, more brute-force way of approaching the problem of hyperparameter optimization.

2.2.2 Random Search

Random search [17] is another widely used hyperparameter optimization algorithm for
machine learning, known by its easy implementation and public availability in machine
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learning packages [146]. The method shares similarities with grid search, but instead of
discretizing the search space with a Cartesian grid, it randomly samples it, which improves
localization of good regions for sensitive hyperparameters. At each iteration, λi is sampled
from a uniform distribution U(ul, uu) bound by the lower and upper limits, ul and uu, of
the different hyperparameter types in the search space ΛD. These bounds are defined by
the user as a vector of D dimensionality. If the sampled hyperparameter configuration λi
receives a higher objective value from the objective function f(·), it is considered the new
best evaluation λ∗. Random search is briefly summarized in Algorithm 1.

Algorithm 1 Random Search Optimization

1: function RandomSearch(max iter,ul, uu))
2: for i ∈ {0, 1, . . . , imax − 1} do
3: λi ∼ UD(ul, uu)
4: if f(λi) > f(λ∗) or i = 0 then
5: λ∗ = λi
6: end if
7: end for
8: return λ∗

9: end function

As demonstrated in Figure 2.2, random search may be more precise in finding the
optimum for each hyperparameter λk compared to grid search. The method has also
shown to be very effective for non-cubic search spaces, i.e. if different ranges of variation
are given to some of the hyperparameters. There are other reasons for why random search
works well, e.g. its easy implementation or the fact that it can be computed asynchronously
in parallel, but it still shares some of the drawbacks of manual search and grid search.
Random search does not use the information gained by previous tries. which make every
hyperparameter configuration a blind guess in the search space. As a consequence, finding
the local minimum with a high degree of precision require more samples of the search
space, which then require more resources and time to compute. While this may not be
a problem for non-complex systems with small models, fast learning algorithms and few
hyperparameters, the required time and resources drastically increase for complex systems
with large models and many hyperparameters.

There have been proposed methods for improving random search, such as Successive-
Halving [86]. Given the same set of hyperparameter configurations, SuccessiveHalving
achieves more efficient allocation of resources by improving the division and selection of
randomly generated hyperparameter configurations without increasing the amount of as-
sumptions about the nature of the hyperparameter configurations space Λ. The algorithm
consists of four steps: First, it uniformly allocate a budget to a set of hyperparameter
configurations; secondly, it evaluates the predictive performance of all currently remaining
configurations; then, it throws out the bottom half of the worst scoring configurations,
and; repeat step two until one configuration remains. This is clarified in algorithm 2.
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Figure 2.2: A comparison of search space coverage between grid search and random search with
the same number of hyperparameter configuration samples.

Algorithm 2 SuccessiveHalving [86]

1: require: n sets of hyperparameter configurations λ, minimum score r, maximum
resource R, reduction factor η, minimum early-stopping rate s

2: function SuccessiveHalving(n, λ, r,R, η, s)
3: smax =

⌊
logη (R/r)

⌋
4: assert n ≥ ηsmax−s . ensure at least one configuration will be allocated R
5: λ∗ = λ
6: for i ∈ {0, . . . , smax − s} do
7: ni =

⌊
nη−i

⌋
8: ri = rηi+s

9: L = run then return loss values (f(λ), ri) : λi ∈ λ∗
10: λ∗ = return top configurations (λ∗,L, ni/η)
11: end for
12: return λ∗

13: end function

While the algorithm allocates resources exponentially to well performing hyperparam-
eter configurations, it unfortunately requires a number of hyperparameter configurations n
as an input to the algorithm. For a given task with a finite time-budget B, B/n resources
are distributed evenly to each configurations. However, for a fixed B, it is difficult to say
whether we should prioritize many hyperparameter configurations (large n) with short
training time (small B/n), or choose less hyperparameter configurations (small n) and
longer average training times (large B/n). HyperBand [116] extends the SuccessiveHalv-
ing algorithm and addresses this n versus B/n problem by testing several distinct values
of n for a fixed B. In other words, it essentially performs a grid search for possible values
of n, and effectively model the problem of hyperparameter selection as a many-armed
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bandit. While parallelisation is natively supported, SuccessiveHalving and HyperBand
seem impractical for single training optimization processes due to the large amount of
computational resources that they require for the initial runs.

2.2.3 Bayesian Optimization

Bayesian optimization is a framework for sequential optimization of unknown objective
functions, where it tries to model the conditional probability p(y|λ) of the predictive
performance (given by the validation metric, y) of a given hyperparameter configuration λ.
Bayesian optimization method with Gaussian Processes (BO-GP) [172, 147] are common
algorithms for Bayesian optimization. The goal is to describe the objective function F
that is to be optimized by constructing a posterior distribution of functions (gaussian
process). The posterior distribution gets better with more observations, and the algorithm
get more certain of which regions in the hyperparameter search space that yield better
results, while balancing the need for exploration and exploitation. For each iteration, the
gaussian process learns from the points previously explored. The next point is determined
based on the posterior distribution and an exploration strategy (e.g. Upper Confidence
Bound (UCB) [174]). The method an be summarized in five steps: First, build a surrogate
probability model of the objective function F ; secondly, determine which hyperparameter
configurations that perform best on the surrogate; thirdly, apply these hyperparameters to
the true objective function F ; fourthly, update the surrogate model with the new results;
and lastly, repeat step 2–4 until B iterations or time is reached.

There have been proposed several variations of Bayesian optimization for neural net-
works. In addition to BO-GP [172, 147] and Gaussian Process Upper Confidence Bound
(GP-UCB) [174], examples include Tree-structured Parzen Estimator (TPE) [18], which is
a non-standard Bayesian optimization algorithm based on tree-structured Parzen density;
Sequential Model-Based Optimization for General Algorithm Configuration (SMAC) [79],
which uses random forests to model p(y|λ) as a Gaussian distribution; and Spearmint
[171, 185, 173], which uses Gaussian processes to model p(y|λ) and slice samples the hy-
perparameters of the gaussian process. There is also a variant that mixes Hyperband
and Bayesian optimization [51], as well as a variant that attempts to reduce inefficiency
by training on a smaller dataset (while using the full validation dataset to evaluate its
predictive performance) [99].

Compared to grid search and random search, Bayesian optimization has been shown
[78, 191, 171] to obtain better results with less evaluations, because the algorithm can
determine the quality of the distinct sets of hyperparameters before they are tested. How-
ever, the efficiency rapidly decreases for cases where the dimension of the search space Λ
increases, to the point where it is not better than random search [116]. Another major
drawback is that the algorithms are hard to parallelize due to their sequential nature; one
trial needs to be completed before the next one can be started, because any trial needs the
Gaussian process to be updated and the acquisition function to find its maximum. While
some level of parallelization can be achieved by evaluating multiple acquisition function
configurations simultaneously [62, 80, 28, 43], or by conditioning decisions on expectations
over several hallucinated performance values for currently running trials [172], full paral-
lelization appears to be more difficult to achieve as each step inherently depends on all the
information gathered at that point. In addition, Gaussian processes are computationally
expensive for large numbers of evaluations. The process requires the covariance matrix
to be inverted, which requires n2 operations, where n is the number of current evaluated
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configurations. Gaussian processes ultimately need O(n3) operations, which could lead to
Bayesian optimization taking significant amount of time to complete for several thousand
samples [157].

2.2.4 Covariance Matrix Adaptation Evolutionary Strategy

Evolutionary algorithms refer to a set of algorithms for population-based optimization
inspired by natural selection. In natural selection, it is believed that from a generation
of individuals, only the ones with the most beneficial traits gets to pass down their char-
acteristics to the next generation. Evolution happens gradually when each generation
becomes better adapted, or more fit, to the environment. This theory can be applied to
hyperparameter optimization, where the population consists of different configurations of
hyperparameters which undergo some level of mutation (e.g. perturbation) and tested
on the objective function in order to determine which configurations achieve the best
predictive performance.

One evolutionary approach for selecting hyperparameters is that of Covariance Matrix
Adaptation Evolutionary Strategy (CMA-ES) [66, 67, 125]. In order to determining the
optimal λ∗, the algorithm iteratively samples a population of hyperparameter solutions
from a parametric distribution over the search space Λ. These configurations are then
tested and evaluated on the objective function. The evaluations are stored in tuples and
forms a dataset which the algorithm uses to update the mean and covariance matrix of the
search distribution. More precisely, the objective function F : <n → < is parametrized by
the search space λ ∈ Λ ∈ <n (Equation 2.1).

The approach maintains a multivariate Gaussian distribution over the search space as
λ ∼ N (λ; m,C), where m is a mean vector of n dimensionality and C is a n×n covariance
matrix. In each generation g, the algorithm produces a population of N configurations
from the distribution as λi ∼ N (λ;mg,Cg), i = 0, . . . , N − 1, where mg and Cg denote the
mean vector ad covariance matrix of generation g. Then, each new candidate configuration
λ is evaluated using F(λi) and sorted in an ascending order according to the achieved
objective value (best first). From these, the first µ (< N − 1) best configurations are
selected for updating the mg and Cg. As a last parameter, the global step-size σ ∈
<, defined as the global standard deviation, is required by the user and controls the
convergence rate of the covariance matrix update. The CMA-ES algorithm is summarized
in Algorithm 3.

In the algorithm, step 1 and 2 initialize the parameters {m,C, σ} which will be iter-
atively updated by step 3 to 17. Step 6 defines a multivariate normal distribution from
which new hyperparameter configuration solutions are sampled in step 7. These new con-
figurations are then evaluated by F(·) in step 8. The sorted tuple of best candidates is
denoted as yi,...,N−1. The weighted (i.e. wi = 1/µ) sum of the best candidates y is cal-
culated in step 10, and used in step 11 to updated the mean vector m. Through step 12
to 15, the covariance matrix update is calculated by three factors: the old information,
the change of mean over time pc, and the rank-µ update which considers the good varia-
tions in the last generation. Based on the conjugate evolution path, pσ, step 13 updates
the step-size control that limits the changes to be applied on the distribution in order to
achieve faster convergence to the optimum while avoiding premature convergence. The
other parameters consist of the variance effective selection mass µw, the learning rates
c1, cc, cσ, and the σ dampening factor dσ.

In contrast to many traditional methods, CMA-ES makes fewer assumptions on the
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Algorithm 3 Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) [86]

1: Initialize m ∈ <n, σ ∈ <+, N, µ
2: Initialize C = I,pc = 0,pσ = 0
3: procedure CMA-ES(m, σ, C,pc,pσ)
4: while stopping criteria not met do
5: for i ∈ {0, 1, . . . , N − 1} do
6: yi ∼ N (0,C)
7: λi = m + σ × yi . sample candidate solution
8: fi = F(λi) . measure performance (i.e. fitness)
9: end for

10: y =
∑µ

n=0wiyi:N−1

11: m← m + σy . mean update
12: pσ ← (1− cσ)pσ +

√
cσ(2− cσ)µwC

− 1
2

y

13: σ ← σ exp
(
cσ
dσ

(
‖pσ‖
‖N (0,I)‖

))
. step-size control update

14: pc ← (1− cc)pc +
√
cc(2− cc)µwy

15: C ← (1− c1 − cµ)C + c1pcpTc + cµ
∑µ

n=0wiyi:N−1yTi:N−1 . Cov. matrix update
16: end while
17: end procedure

nature of the underlying objective function. The derivative-free algorithm only exploits
the ranking between the different hyperparameter configurations in order to learn the
sample distribution. In 2013, [126] showed that CMA-ES outperformed more than 100
hyperparameter optimization methods on different black-box functions, concluding that
it performs well for larger function evaluation budgets [125].

2.2.5 Particle Swarm Optimization

Particle Swarm Optimization (PSO) was originally proposed in 1995 [91] for simulating
social behavior [92], representing the movement of organisms such as a flock of birds or
a school of fish. The philosophical aspects of PSO and swarm intelligence is described in
detail in [93]. The algorithm was recently adapted to hyperparameter optimization for
machine learning algorithms, such as support vector machines (SVMs) [119] and neural
networks [130, 123], as another way of applying evolutionary principles for finding the
optimal hyperparameter configuration λ∗. Similarly to CMA-ES, this approach also con-
siders a population of N members, but the members are represented as D-dimensional
particles that evolves over each generation by moving towards the best individuals. Each
i-th particle position represents a hyperparameter configuration vector λi ∈ Λ ∈ <D, and
has a velocity υi ∈ <D which influences its movement. Let λ∗i denote the best known po-
sition of the i-th particle, and λ∗ denotes the best known position across all generations.
A summary of the method is described in Algorithm 4.

The swarm initialization is performed in step 3 to step 10. Each i-th particle λi in
the swarm population is initialized by randomly sampling from a uniform distribution
U(bl,bu) that is bound by lower limit bl and upper limit bu of the hyperparameters.
The new, sampled particle becomes the current best particle λ∗i in the generation, and
has a chance to become the best known particle λ∗ across all generations if f(λ∗i ) > (λ∗).
Similarly to the initial particles, the velocity υi is also drawn from a uniform distribution,
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Algorithm 4 Particle Swarm Optimization (PSO) [44, 123]

1: procedure PSO(s, gmax,bl,bu)
2: f(λ∗)← −∞
3: for i ∈ {0, 1, . . . , N − 1} do . swarm initialization
4: λi ∼ U(bl,bu)
5: λ∗i ← λ
6: if f(λ∗i ) > f(λ∗) then
7: λ∗ ← λ∗i
8: end if
9: υi ← U(−|bl − bu|, |bl − bu|)

10: end for
11: g ← 1
12: while g ≤ gmax do . swarm evolution
13: for i ∈ {0, 1, . . . , N − 1} do
14: rp, rg ∼ U(0, 1)
15: υi ← ωυi + φprp(λ∗i − λi) + φgrg(λ∗ − λi)
16: λi ← λi + υi
17: if f(λ∗i ) > f(λ∗) then
18: λ∗ ← λ∗i
19: if ‖λ∗ − λ∗prev‖ < δ then
20: return λ∗

21: end if
22: if f(λ∗)− f(λ∗prev) < ε then
23: return λ∗

24: end if
25: end if
26: g ← g + 1
27: λ∗prev ← λ∗

28: end for
29: end while
30: end procedure
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bounded by the upper and lower bounds of the hyperparameter limits in both positive
and negative direction.

The swarm evolution is described in step 13 to step 28. Each swarm generation g,
where gmax represents the maximum number of generations, the particles and the velocity
values are updated by the following formula (step 15):

υi ← ωυi + φprp(λ
∗
i − λi) + φgrg(λ

∗ − λi). (2.2)

In order to increase search diversity, rp and rg are added as a stochastic component
to the velocity updates, where each represents a random uniform number between 0 and
1, drawn from U(0, 1). To add resistance to velocity changes, ω is used as an inertia
weight that scales the velocity. Velocity acceleration and deceleration is achieved with the
acceleration coefficient φp and φg. These factors affect the level of influence λ∗i and λ∗

have on changes in velocity. In step 16, the new velocity is used to update particle λi.
From here, the best particle position is modified for each particle (step 18), and the best
swarm position is updated only if it is outperformed by one of the new particles. The
evolution terminates when the best position λ∗ is outperformed by less than the minimum
step-size δ (step 19), or if the current best particle in the generation improves by less than
the threshold ε (step 22), or if the maximum number of generations gmax has been met
(step 12).

PSO has shown promising results [123] in terms of time-complexity, achieving the
same accuracy performance as grid search and random search on the CIFAR-10 dataset
[103], but considerably faster wall-clock time. The algorithm has also shown capable of
optimizing a deep neural network model to a performance that outperforms the same
model tuned by a human expert [124]. In terms of scalability, the algorithm scales linearly
with the number of hyperparameters, i.e. the dimensionality D, which makes it excellent
for machine learning algorithms whose model performance depends heavily on a large
number of hyperparameters. In addition, the algorithm requires only a few parameters
itself and can be easily parallelized [124].

2.3 Automatic Hyperparameter Adaption for Neural Net-
works

So far, several methods of hyperparameter optimization have been proposed with difference
in speed, efficiency, scalability and model dependency. Each method attempts to optimize
the machine learning model M by finding the optimal hyperparameter configuration λ∗

to be instantiated with the learning algorithm A. However, current literature suggest that
better predictive performance may be gained by finding a good hyper-parameter sched-
ule {λ∗t }Tt=1 = {λ∗1, λ∗2, . . . , λ∗T } instead of a constant configuration [82, 158, 5, 30, 23].
In addition, simply training a machine learning model can take long time, depending on
the algorithm A, the hyperparameter configuration λ∗, as well as dataset X . Therefore,
recent studies have researched ways to perform hyper-parameter optimization and neural
network training simultaneously, sometimes referred to as automatic hyperparameter adap-
tion, allowing the hyper-parameter schedule to be obtained in a single training session.
This section formulates automatic hyperparameter adaption for neural networks, which
includes how neural networks are trained and optimized iteratively using a sequence of
optimization steps.
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2.3.1 Neural Networks

Neural networks are essential in order for evolutionary training of multiple networks to
work, as algorithms such as PBT (described in Section 2.4) require the model M to be
transferable to another instance of a learner, regardless of how many training iterations
that have been performed. Unlike other learners where the model grows over time [57,
21, 27, 90, 154], neural networks retain their model shape and model size no matter how
many training iterations are performed, making them excellent for parallel asynchronous
training and model transfer in different training stages. Model transfer is made possible by
copying the model data, i.e. the weights θ (commonly denoted w ∈ W ), which connects
the neurons a ∈ A between each layer l ∈ L in the network, to other neural network
instances of the same model shape. The shape is decided based on the hyperparameters
for network architecture, e.g. number of layers and neurons. In raw form, neural network
models are usually represented by weight-matrices W and bias-matrices B, which leads
to excellent computation speeds on graphical processing units (GPUs) because they are
efficient with matrix multiplication [54].

When Neural Networks models are learning, they are essentially searching the solution
space Θ for the best solution. Not to be mistaken by the hyperparameter search space Λ,
the solution space can be viewed as the space of all functions that a neural network can
approximate to any precision. It is commonly known that the size of the solution space
heavily depends on the depth of the network and activation functions used in the network.
With one or more hidden layers, the solution space can become very large, and it grows
exponentially with the depth of the network [156].

Neural networks learn through trial and error, which is commonly referred to as train-
ing, an iterative process that extracts and re-applies knowledge about the solution space.
The training process consists of many small steps which collectively optimizes the weights
θ, e.g. by calculating the gradient of the objective function. One step includes one forward
propagation and one back-propagation.

The mathematical steps required to perform forward and back-propagation is formu-
lated in the following sections. For notations, weights are defined as wljk, where the weight
w is connected between the k-th neuron in the (l− 1)-th layer and the j-th neuron in the
l-th layer. A similar notation is used for biases and activations as well; the bias blj is

positioned at the j-th neuron in the l-th layer, and the activation xlj is positioned at the
j-th neuron in the l-th layer.

Forward propagation

Forward propagation consist of computing the activations in each layer, where the activa-
tion xlj at the j-th neuron in the l-th layer is defined as

xlj = σ

(∑
k

wljkx
l−1
k + blj

)
. (2.3)

Here, the sum
∑

is of every activation in the previous (l−1)-th layer multiplied by the
weights wljk in the current layer and added to the bias blj . After, the activation function σ
is applied to the sum. Because the activation is related to the activations in the previous
(l − 1)-th layer, forward propagation must be computed sequentially from left to right,
layer by layer.
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Calculating each neuron individually is not the most efficient approach; As a matter of
fact, Equation 2.3 can be rewritten in matrix form. In matrix form, each weight w that is
connected to the neurons in the l-th layer makes up the components of the weight matrix
W l. For example, the weight wljk is the same weight as the weight component in matrix

W l, at the j-th row and k-th column. Similarly, biases are defined similarly in matrix
form as Bl for each l-th layer, where the bias components consists of blj for all j’s in the

l-th layer. Lastly, the activations are defined as the matrix X l, whose components are the
activations blj for all j’s in the l-th layer. Now, Equation 2.3 can be re-defined in matrix
form as

Z l = W lX l−1 +Bl, (2.4)

X l = σ
(
Z l
)
, (2.5)

where the dot product of weight matrix W l and activation matrix X l−1 is added to
the bias matrix Bl in order to get Z l. After that, the activation function σ is applied
element-wise to the components in the matrix.

Back-Propagation

For backpropagation, the goal main objective is to calculate the partial derivatives δC/δW
and δC/δB of the cost function C in the network. The cost function C is determined by
the user. For example, MSE can be defined for weights w and biases b at single neurons
as

δC

δwj
=

1

n

∑
x

xj (σ (z)− y) , (2.6)

δC

δb
=

1

n

∑
x

(σ (z)− y) . (2.7)

For all neurons in all layers, the cost function C can be generalized as

C =
1

N

N∑
i=1

(f (xi|θ)− yi)2 . (2.8)

The error in the output layer, δL, is calculated using the formula

δL = 5XC � σ
′ (
ZL
)
. (2.9)

In the formula,5XC is a vector that contains the partial derivatives δC/δxLj , described
as the rate of change of C with respect to the output activations. The error in the l-th
layer, δl, is calculated using the error obtained in the next layer, δl+1, using the formula

δl =

((
W l+1

)T
δl+1

)
� σ′

(
Z l
)
, (2.10)

where (W l+1)T is the transpose of the weight matrix W l+1 for the next layer. The
transpose of the weight matrix is required in order to move backwards in the network and
obtain the error at the l-th layer. Next, the dot product of the transposed matrix and
the error in the next layer, δl+1, is calculated. Then, the result is multiplied element-wise
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(Hadamard product, �) with σ′(Z l), where σ′ is the derivative (inverse) of the activation
function.

In the network, the rate of change of the cost with respect to any bias b is defined
using

δC

δblj
= δlj , (2.11)

which states that the rate of change δC/δblj is exactly equal to the error δlj . Similarly,
the rate of change of the cost with respect to any weight w is defined as

δC

δwljk
= xl−1

k δlj , (2.12)

and demonstrates using the quantities δl and xl−1 how to obtain the partial derivatives
δC/δwljk.

Summary

The formulas for forward propagation and back-propagation sets the foundation for how
to train neural networks. Training consists of letting the network predict through forward
propagation. The prediction is then used to calculate the gradient of the cost function
which is used to update the weights and biases in hope that the update improves general-
ization towards an optimal solution. Algorithm 5 summarizes the operations required to
compute the gradient of the cost function for networks represented by matrices.

Algorithm 5 Forward propagation and back-propagation in a neural network

1: function Step(X,L,W,B,C, σ)
2: Set the corresponding activation a1 for the input layer;
3: for l = 2, 3, . . . , L do
4: Z l = W lX l−1 +Bl

5: X l = σ
(
Z l
)

. activations in the lth layer
6: end for
7: δL = 5XC � σ

′ (
ZL
)

. error in the output layer
8: for l = L− 1, L− 2, . . . , 1 do

9: δl =
((
W l+1

)T
δl+1

)
� σ′ (

Z l
)

. error in the lth layer

10: end for

11: return
δC

δwljk
= al−1

k δlj and
δC

δblj
= δlj . The gradient of the cost function

12: end function

2.3.2 Formulating Automatic Hyperparameter Adaption

As demonstrated in the previous section, training neural networks occurs in small, con-
secutive steps which iteratively updates the network model by optimizing the objective
function. These updates are often applied using an optimizer such as the Stochastic Gra-
dient Descent (SGD), which has some suitable smoothness properties.

To simplify, each step can be generalized as

θt+1 ← step(θt|λt), (2.13)
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which performs one forward propagation and back-propagation with the current model
θt and current configuration of hyperparameters λt, returning the updated model θt+1.
When training neural networks with a hyper-parameter schedule, steps are performed
sequentially to converge towards some global or local minima in the neural network solution
space using

θ∗ ≈ optimize(θ|(λt)Tt=1) = step(step(. . . step(θ|λ1) . . . |λT−1|λT ) [84]. (2.14)

In order to perform enough steps to approximate some optimal solution, one has to
choose the number of steps T (i.e. iterations) to perform. Determining the appropriate T
can be difficult, as the computational cost increases with how many steps that is required,
and many steps does not always imply better predictive performance (as seen later in
4.3). The problem becomes more apparent for tasks that require a large dataset X, which
further impedes the process. For such issues, SGD is a popular solution, as it lowers
the computational resources needed and reduces the time it takes to train a network by
updating the weights based on single samples x ∈ X instead of the whole dataset X . Still,
the computational cost of steps can be very high, leading to the optimization of θ taking
several days, or even several weeks. Given a poor selection of hyperparameters λ, there
is also no guarantee for the neural network to be able to find a good solution or even
converge towards any solution at all.

If not constant hyper-parameters are considered (e.g. same learning rate for all itera-
tions), the number of possible hyperparameters grows exponentially for each step. In order
to find the optimal weights θ∗ and hyperparameter schedule {λ∗t }Tt=1, we must consider
the following problem:

θ∗ ≈ optimize(θ|λ∗) (2.15)

{λ∗t }Tt=1 = {λ∗1, λ∗2, . . . , λ∗T } ≈ argmin
λ∈ΛT

(optimize(θ|λ)) (2.16)

2.4 Population-Based Training

PBT [84, 85] is a novel, Lamarckian evolutionary approach in hyperparameter optimiza-
tion for finding the optimal hyperparameter schedule {λ∗t }Tt=1 and model θ∗ by training a
series of neural network models in parallel. The method can be performed as quickly as
other methods and has shown to outperform Random Search [17] in model performance
on various benchmarks in deep reinforcement learning using A3Cstyle methods [135], as
well as in supervised learning for machine translation [196] and Generative Adversar-
ial Networks (GANs) [65]. While similar procedures have been explored independently
[83, 47], PBT has gained increasing amount of attention since it was proposed. There
has already been seen shown various use cases of PBT in AutoML, e.g. packages for
hyperparameter optimization tuning [117, 75, 70] and frameworks [114, 115, 95]. PBT
have also streamlined the experiment testing in different application-based domains with
different machine learning approaches such as auto-encoders [94], reinforcement learners
[84, 85, 60, 50, 211, 36, 71, 12, 138, 164, 58, 122, 200], neural networks [48, 84] and
generative adversarial networks [84].

In order to approach {λ∗1, λ∗2, . . . , λ∗T } and θ∗ as described in Equation 2.15–2.16, PBT
considers a population P consisting of N members {θi}Ni=1, initially formed with different
hyperparameters {λi}Ni=1 sampled from a uniform distribution. The goal is to determine



2.4. Population-Based Training 19

the optimal model θ∗ across the population, which PBT achieves by adapting the hyper-
parameters and copying weights based on some criteria. The approach defines two distinct
methods, exploit and explore, that influence λ and θ. In short, the exploit method decides
whether the member should continue exploring the current solution or simply abandon
it. If exploration is considered, the explore method is used to provide a new set of hyper-
parameters λ. The initiative for exploitation and exploration depends on the individual
performances of the entire population, where the worst performing members exploits and
explores the best performing members characteristics, while the best performing members
maintains their characteristics. Algorithm 6 summarizes the operations performed in the
PBT procedure.

Algorithm 6 Population-Based Training (PBT) [84]

1: procedure Train(P) . initial population P
2: for ((θ, λ, p, t) ∈ P (asynchronously in parallel) do
3: while not end of training do
4: θ ← step(θ|λ) . one step of optimization using hyperparameters λ
5: p← eval(θ) . current model evaluation
6: if ready(p, t,P) then
7: λ′, θ′ ← exploit(λ, θ, p,P) . use the rest of P to find better solution
8: if θ 6= θ′ then
9: λ, θ ← explore(λ′, θ′,P) . produce new hyperparameters λ

10: p← eval(θ) . new model evaluation
11: end if
12: end if
13: update P with new (θ, λ, p, t+ 1) . update population P
14: end while
15: end for
16: end procedure

All members in the population are trained and adapted individually and asynchronously
in parallel until the end-criteria is met. In step 4, each member trains its model θ indepen-
dently with the current hyperparameter configuration λ using the step-function. When
the trained model is returned, it gets evaluated using the the eval-function, which obtains
the current predictive performance p in step 5. In step 6, the member is evaluated whether
is deemed ready, e.g. by having completed a minimum number of steps t, or reached some
decided performance threshold, for exploitation and exploration. If ready, the member
may exploit the rest of the population and explore new hyperparameters in step 7–10, or
continue on without changing anything if exploitation does not yield a different model θ.
At the end of the iteration in step 13, each individual member saves their current progress
to the population P before they move on to their next (t+ 1)-th step.

The authors of PBT have suggested several different ways to perform exploitation and
exploration, stating that the implementation depends entirely on the application. In the
paper [84], the authors implemented exploit and explore differently for three of the learners
that were tested: deep reinforcement learning using A3Cstyle methods [135], supervised
learning for machine translation [196] and with GANs [65]. However, a common default
approach seems to be initially outlined, and the full process is summarized in Algorithm
7.
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Algorithm 7 Default Exploit and Explore [84]

1: function ExploitAndExplore(λ, θ, p,P)
2: Fexploit ← 0.2 . exploitation factor
3: m : (λ, θ, p) ∈ P; . m is a particular member in the population
4: melitist ∼ Pbest,

where |Pbest| = bN × Fexploitc . sample a random top performing member
5: if m 6= melitist then
6: m← melitist

7: for k ∈ {1, 2, 3, . . . , D} do
8: Fexplore ∼ {0.8, 1.2} . select random exploration factor
9: λk ← λk × Fexplore . perform perturbation

10: end for
11: end if
12: return (λ, θ, p) ∈ m
13: end function

As shown in Algorithm 7, if a member is not performing well compared to the other
members, it can have its weights and hyperparameters replaced by a random member
melitist from the top bN×Fexploitc performing members in the population, Pbest (exploita-
tion), where the inherited hyperparameter configuration is perturbed using random noise
by multiplying with either 0.8 or 1.2 (exploration). If a member is one of the top perform-
ing members in Pbest, it is deemed an elitist, and can proceed with its current model and
hyperparameter configuration without any modification. In order to apply this exploit
and explore method, step 7–11 in Algorithm 6 are replaced by the operations described in
Algorithm 7.

In addition to the exploit and explore implementation, PBT also requires a couple of
additional functions and parameters. First of all, the user must define the end-criteria,
which can be a function of the entire population P that decides how long the population
will train for, or a function of individual members which decides when each members
should stop. The user must also define the is-ready-function, which decides how frequent
and under witch circumstance members should be adapted using exploit and explore. In
addition, the user needs to assign the upper and lower bounds (bL,bU ) of the hyper-
parameter search space Λ in order to generate the initial hyperparameter configuration λ1

for every member in the population using a random uniform distribution.

PBT great time complexity assumes that the user has access to enough computational
resources to parallelize the algorithm linear to how many members are in the population.
The training is preferably conducted on the GPU, meaning that N GPUs are appropriate
for a population ofN members. However, obtaining enough processing devices can be quite
expensive, especially for smaller research teams and laboratories with limited resources,
and others have already proposed a distributed queuing system that allows for PBT to be
carried out using fewer devices [218].

2.4.1 Advancements in Population-Based Training

Since the proposal of PBT, we have seen several suggestions for improvement of the stan-
dard algorithm, as well as variations that implement some of its heuristics [175], or other,
entirely different algorithms that are simply inspired by it [69]. In this section, we will
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focus on the novel extensions to the original method that have been proposed so far.

Elfwing et al. [47] proposed Online meta-learning by parallel algorithm competition
(OMPAC), which may arguably be the first method to implement hyperparameters opti-
mization for deep reinforcement learning by the population-based approach. The differ-
ence between PBT and OMPAC lies in the selection method (i.e. exploitation method);
all members in the population are evaluated synchronously after a decided number of
episodes, where each member is approved for continuous learning based on stochastic uni-
versal sampling [11]. For experiments with Feudal Networks [197] on the Atari Learning
Environment games [13], PBT used a exploitation strategy consisting of a truncation se-
lection scheme that replaces the hyperparameters λ and weights θ of the bottom 20%
performing members, using uniform sampling, by the top 20% performing members based
on episodic reward. The experimental results of OMPAC suggests their selection scheme
may be more effective in this example.

Cohen et al. [34] proposed Population-Based Training With Knowledge Sharing, which
embraces the randomness between models instead of avoiding it by extending PBT with
a novel distilling scheme [208] that enable knowledge sharing across generations. The
authors argue that model diversity is important for the evolution of the population. The
extended algorithm allows only the best individuals of the population to share some of their
characteristics with the rest of the population, where the neural networks that achieve the
best loss value are allowed to contribute to a shared teacher output for the training data.
The contribution is reflected within the loss function of all networks in the population,
and the teacher output affect the model training through the step-function. The extended
algorithm was tested on the MNIST1 [110], Fashion-MNIST2 [207] and EMNIST [34]
datasets, outperforming standard PBT on all tested cases.

Zhou et al. [217] proposed Two-stage population based training method for deep re-
inforcement learning (TS-PBT), which is an extension of PBT that proposes two stages:
pre-training stage and hyperparameter adaptation training stage. The pre-training stage
consists of training one member on fixed hyperparameters for a percentage of the total com-
putational budget (in their case, 5% of the available resources). The goal of pre-training
was to help the model obtain necessary knowledge about the hyperparameter search space
Λ and its influence on the predictive performance of model M faster than the standard
method. The second stage consists of the standard PBT algorithm with the exception
that each member in the population P is initiated with with hyperparameter configu-
ration obtained from the first stage, but perturbed with 0.8 v 1.2 (similar perturbing
method that is used in PBT). Experiments are conducted on the Atari Learning Environ-
ment [13] and shows that TS-PBT outperforms PBT in all test environments; TS-PBT
achieve faster convergence and 40% performance improvement over PBT in MsPacman,
310% in SpaceInvaders , 70% in SpaceInvaders, 2% in the Seaquest, 53% in BeamRider,
30% in Breakout and 38% in Qbert.

Zhou et al. [218] proposed an efficient online hyperparameter adaptation for deep rein-
forcement learning. Their method shares many similarities with PBT in the sense that a
population of N members train in parallel and exploit their progresses, but there are some
differences. First of, the top 20% performing members are marked as elitists, which lets
them maintain their hyperparameter configuration across multiple steps. Secondly, the
exploitation and exploration strategy is compressed into a recombination and mutation

1The MNIST dataset is available at http://yann.lecun.com/exdb/mnist/.
2The Fashion-MNIST dataset is available at https://github.com/zalandoresearch/fashion-mnist.

http://yann.lecun.com/exdb/mnist/
https://github.com/zalandoresearch/fashion-mnist
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strategy. The recombination method is is performed between the remaining 80% bottom
performing members, where it creates random pairs which randomly generate two inter-
sections and exchange some hyperparameters. After recombination, the mutation method
is performed similarly to the perturbing method used in PBT. Lastly, the algorithm runs
using a distributed queue system instead of running asynchronously in parallel in separate
processes, which is better for users with limited computational resources. For experiments,
the method achieved 92% performance improvement over the PBT in MsPacmam, 70%
in SpaceInvaders, 2% in the Seaquest, and 15% in BeamRider from the Atari Learning
Environment [13].

2.4.2 Summary

Although PBT first appeared in 2017, various advances [34, 217, 218, 121] already show
that the standard PBT algorithm can be greatly improved. In the original paper [84],
PBT was also primarily tested on large datasets, and a recent study [195] shows that
it may not perform better than random search on relatively smaller datasets, and that
model transfer may even have a negative impact on the final predictive performance for
smaller datasets. Interestingly, standard PBT, as well as many of the extensions, still rely
heavily on the stochastic, random perturbation technique in order to carry out hyperpa-
rameter adaptation. In the next section, we take a look at an state-of-the-art evolutionary
algorithm for global optimization, namely DE [179].

2.5 Differential Evolution

DE [179, 152] is a well-known population-based, direction-based, stochastic meta-heuristic
method for global optimization of numeric hyperparameters of the continuous type [37,
3]. Unlike traditional evolutionary approaches, DE is derivative-free and uses the scaled
differences between randomly selected members of the current population in order to
generate the offspring’s genome, which means that a separate probability distribution is
not required in order to generate new hyperparameters [37]. The algorithm only requires
three parameters, so no extensive tuning is needed in order to find appropriate values.
DE has come a long way since it was first introduced by Ken Price and Rainer Storn in
a series of papers that followed in quick succession in the late 1990s [179, 178, 176, 180],
and later published in book-form in the late 2000s [152, 25]. As of today, the method and
its derivatives still receives frequent extensions that improves the state-of-the-art results
on a range of benchmarks and real-world applications [3], although with less significant
advances. In addition, the initial implementation have recently shown promising results
for hyperparameter optimization [163] when compared to SMAC [79], and further testing
of more advanced methods [37, 3] was encouraged by the authors.

Similar to most evolutionary algorithms, DE creates a population P of N members,
where each initial member is a randomly chosen D-dimensional vector (point) over the
parameter search space Λ, and represents a single hyperparameter configuration. The
population is defined as

Pgx = (xgi ) , i = 0, 1, . . . , N − 1, g = 0, 1, . . . , gmax,

xgi =
(
xgj,i

)
, j = 0, 1, . . . ,D − 1,

(2.17)
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where N denotes the number of vectors in the population, g =∈ {0, 1, . . . , gmax} is the
generation counter, i =∈ {0, 1, . . . , N} is the population index, and j ∈ {0, 1, . . . ,D} is
the index of parameters within vectors. The dimensionality D, which is the number of
parameters to optimize. The members of the population is initialized via

x0
j,i = randj [0, 1]× (bj,U − bj,L) + bj,L, (2.18)

where the D dimensional initialization vectors, bj,L ∈ bL and bj,U ∈ bU , indicate the
lower and upper bounds of the parameter vector xi,j ∈ xi. The hyperparameter search
space Λ is restricted to these preset bounds. Every hyperparameter is initialized with
the random number generator randj [0, 1], which returns a uniformly distributed random
number between 0 and 1, i.e. 0 ≤ randj [0, 1] < 1. The subscript j indicates that each
hyperparameter gets assigned a random value.

One of the members in the population P could at some point represent a potential so-
lution to the optimization problem. In order to generate new candidate solutions, DE first
need to select three distinct members from the population to operate on, namely the base
vector and two difference vectors. Each of these vectors are sampled from the pre-existing
hyperparameter configurations in the population. When these are known, mutation is
carried out by perturbing the base vector by some magnitude using the difference vectors,
i.e.

vgi = xgr0 + F × (xgr1 − xgr2) , (2.19)

where vgi is the generated mutation vector. The base vector xgr0 and the difference
vectors, xgr1 and xgr2, are selected based on the randomly generated indices r0, r1 and r2.
These indices must be mutually exclusive. Over time, there have been proposed several
novel ways to conduct mutation instead of using the approach described in Equation 2.19.
For example, one approach considers selecting the current best vector as base vector, and
it is also common to employ more than two difference vectors.

In DE, mutation is followed up with a crossover strategy for diversity enhancement,
which generates a trial vector by selecting and mixing hyperparameters from the mutation
vector vg

i and the target vector xg
i . At least one component from the mutation vector vgi

must be selected in order to satisfy ugi 6= xgi . This is ensured by randomly selecting the
index of a gene jrand ∈ {1, 2, . . . ,D}. There are several variants of crossover [152] such as
the commonly used binomial crossover, which is defined as

ugi =
(
ugj,0, u

g
j,1, . . . , u

g
D,N

)
=

{
vgj,i if(randj [0, 1] ≤ Cr) or j = jrand

xgj,i otherwise.
(2.20)

The last step of the DE algorithm uses a greedy, one-to-one survivor selection scheme
in order to determine whether the trial vector ugi or mutation vector vgi should survive to

the next generation g+ 1. The survivor vector xg+1
i becomes whichever vector that scores

the lowest (or highest) objective function value. The selection for minimization problems
is defined as

xg+1=
i =

{
ugi if(f(ugi ) ≤ f(xgi ))

xgi otherwise.
(2.21)

Equation 2.17 through Equation 2.20 describes the classic DE algorithm, and the full
process is summarized in Algorithm 8. The approach can be classified as DE/rand/1/bin
according the notation scheme proposed in [152]. The shorthand notation is a simple way
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to differentiate the various, initial implementations of DE. For example, DE/best/1/bin is
the same as DE/rand/1/bin with the exception that it chooses the current best vector xgbest
instead of a random base vector xgr0. Nowadays, the notation scheme DE/x/y/z seems to
be depreciated [25] for more recent DE extensions, but it is still useful for describing the
initial implementations of the algorithm [3].

Algorithm 8 Differential Evolution (DE) [179]

1: procedure DifferentialEvolution(N,F,Cr)
2: for i ∈ {0, 1, 2, . . . , N − 1} do
3: for j ∈ {0, 1, 2, . . . , D − 1} do
4: x0

j,i = randj [0, 1]× (bj,U − bj,L) + bj,L . set random starting points
5: end for
6: end for
7: while g ≤ gmax do
8: for i ∈ {0, 1, 2, . . . , N − 1} do
9: r0 = brand(0, 1)×Nc, where r0 6= i . generate random indices

10: r1 = brand(0, 1)×Nc, where r1 6= r0 6= i
11: r2 = brand(0, 1)×Nc, where r2 6= r1 6= r0 6= i
12: jrand = brand(0, 1)×Dc . crossover dimension
13: for j ∈ {0, 1, 2, . . . ,D − 1} do
14: if rand(0, 1) ≤ Cr or j = jrand then

15: ugi,j = vgi,j = xgr0,j + F ×
(
xgr1,j − x

g
r2,j

)
. mutation

16: else
17: ugi,j = xgi,j
18: end if
19: end for
20: if f (ugi ) ≤ f (xgi ) then . selection

21: xg+1
i = ugi

22: else
23: xg+1

i = xgi
24: end if
25: end for
26: end while
27: end procedure

In general, DE considers three control parameters:

• the population size N , which is the total number of potential solutions in one gen-
eration;

• the mutation factor F , which is the amount of differentiation a perturbed solution
can receive, also described as the exploration length; and

• the crossover rate Cr, which serves as the probability in which a offspring genome
inherits the genes of a parent.

These parameters have great influence on the predictive performance of the algorithm,
but leave much up to the tuning knowledge of individual users. In the next section, we
will take a look at some of the recent advancements of DE which address these concerns.
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2.5.1 Advancements in Differential Evolution

Over the years, there have been conducted extensive research on DE in general, and various
extensions to the original algorithm have been proposed. Initially, the focus was primarily
set on refining the DE algorithm and developing theories which explains its performance
[152]. During this time, several preliminary recommendations where proposed on how to
select appropriate parameter settings of DE [107, 153, 150, 151, 177]. From there, we have
seen various improvements made on the first DE algorithm by proposing new selection
rules for constraint handling [106, 105, 132], mutation schemes [52, 55, 56, 136, 137],
crossover schemes [151, 210, 118], as well as approaches for parallel DE [202, 40]. Since
the early 2000s, there is also an ongoing trend in developing adaptive DE [2, 22, 39, 53,
181, 190, 193, 194, 198, 199, 209, 215, 215], i.e. automatic adaption of DE parameters. In
the following sections, we will describe some of these methods in more detail.

SHADE

Success-History Based Parameter Adaptation for Differential Evolution (SHADE) is an
adaptive DE extension based of JADE [213] that adapts both the mutation factor F
and crossover rate CR, effectively excluding these control parameters from user selection.
When introduced, the method demonstrated to achieve significant advances in perfor-
mance compared to the initial DE implementation for general optimization [187]. In order
to adapt both F and CR, SHADE introduces new mutation, crossover and selection strate-
gies. Because the algorithm changes so many aspects of the original implementation, it is
covered in full in Algorithm 9. The following sections will provide more details about the
specifics of the algorithm.

Control parameter assignment with historical memory. Unlike DE, SHADE main-
tains a historical memory that contains H entries of the DE parameters F and Cr, denoted
MF and MCR respectively. The memory is represented with two separate lists of length
H, and each entry is initialized with 0.5 as the starting value. Whenever a trial member
is successful, the Fi and CRi are recorded to the generation-assigned lists, SF and SCR,
which are reset at the beginning of each generation.

For each member xi in each generation g, the mutation factor Fi is calculated by using
the procedure

Fi,new ∼ Ci (MF,ri , 0.1) (2.22)

Fi =


1.0 if Fi,new > 1.0

repeat 2.22− 2.23 if Fi,new < 0.0

Fi,new otherwise.

(2.23)

where the ri is a random index in the historical memory drawn from a uniform distri-
bution U [0, H). The mutation factor Fi is sampled from a Cauchy distribution Ci(µ, σ),
where the mean µ is set to the random memory value MF,ri and the standard deviation
σ set to 0.1. The formula for drawing a random sample from a Cauchy distribution is
defined as

Ci(µ, σ) = µ+ σ × tanh (π × (p− 0.5)) , (2.24)
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Algorithm 9 Success-History Based Parameter Adaptation for Differential Evolution
(SHADE) [187]

1: procedure SHADE(N,G,H, p, rarc)
2: Population P = ∅, Archive A = ∅, Memory Index k = 0;
3: |A| ← round

[
N init × rarc

]
; . set extended archive size

4: Set all H values in MCR and MF to 0.5;
5: for i ∈ {0, 1, 2, . . . , N − 1} do
6: for j ∈ {0, 1, 2, . . . , D − 1} do
7: x0

j,i = randj [0, 1]× (bj,U − bj,L) + bj,L; . set random starting points
8: end for
9: end for

10: while g ≤ G do
11: SCR = ∅, SF = ∅ . Reset historical memory records from previous G
12: for i ∈ {0, 1, 2, . . . , N − 1} do
13: xgr1 ∼ P, where r1 6= i; . sample a distinct member from population P
14: xgr2 ∼ P ∪A, where r2 6= r1 6= i; . sample a distinct member from P ∪A
15: xgpbest ∼ P; . sample one of the 100× p% best members
16: jrand = brand[0.0, 1.0]×Dc; . crossover dimension
17: Generate Fi and Cri with A; . Equation 2.22 and 2.25
18: for j ∈ {0, 1, 2, . . . ,D − 1} do
19: if rand(0, 1) ≤ CRgi or j = jrand then
20: vgi,j = xgi,j + F gi ×

(
xgpbest,j − x

g
i,j

)
+ F gi ×

(
xgr1,j − x

g
r2,j

)
. mutation

21: if vgi,j < bj,L then . constrain if out-of-bounds

22: ugi,j =
(
bj,L + xgi,j

)
/2;

23: else if vgi,j > bj,L then

24: ugi,j =
(
bj,U + xgi,j

)
/2;

25: else
26: ugi,j = vgi,j ;
27: end if
28: else
29: ugi,j = xgi,j ;
30: end if
31: end for
32: if f (ugi ) ≤ f (xgi ) then . selection

33: xg+1
i = ugi ;

34: else
35: xg+1

i = xgi ;
36: end if
37: if f (ugi ) < f (xgi ) then
38: xgi → A; . add parent member to external archive
39: CRgi → SCR, F

g
i → SF ; . add parameters to historical memory

40: end if
41: end for
42: if SCR 6= ∅ and SF 6= ∅ then
43: Update MF,k and MCR,k based on SF , SCR; . Algorithm 10
44: end if
45: g ← g + 1;
46: end while
47: end procedure
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where p is a random value drawn from a uniform distribution U(0.0, 1.0]. If Fi is higher
than 1.0, it will be truncated to 1, and if Fi becomes less than 0.0, the Equation 2.22–2.23
repeats until a valid value is generated.

Similarly, for each member x in each generation g, the crossover rate CRi is generated
using the formula

CR new
i ∼

{
0 if MCR,ri =⊥
Ni (MCR,ri , 0.1) otherwise.

(2.25)

CRi =


1.0 if CR new

i > 1.0

0.0 if CR new
i < 1.0

CR new
i otherwise.

(2.26)

CRi is set to 0.0 if the memory value MCR,ri is equal to the termination value ⊥.
Otherwise, CRi is drawn from a normal distribution Ni(µ, σ), with the mean µ set to the
random memory value MCr,ri and the standard deviation σ set to 0.1. If CRi becomes an
invalid value outside the range [0.0, 1.0], it will be clamped to the closest boundary.

Mutation. After the control parameters Fi and CRi are generated, the mutant vector
vgi is calculated by applying the DE/current-to-pbest/1/bin mutation strategy, which was
initially used in JADE [213], and is a variant of the DE/current-to-best/1/bin mutation
strategy. The p variable is the decimal percentage of how many of the top-performing
members in the population P that is considered when randomly selecting xgpbest. A small
p-value increases the greediness, and it is commonly defaulted to p = 0.2, meaning the
20% top performing members are considered when selecting xgpbest. The mutation strategy
is defined as

vgi = xgi + F gi ×
(

xgpbest − xgi

)
+ F gi ×

(
xgr1 − xgr2

)
. (2.27)

It is possible that the DE/current-to-pbest/1/bin will generate hyperparameters out-
side the search space bounds (bL, bU ). In order to ensure that valid hyperparameters
are generated, the procedure uses a method [213] for constraining vgi,j for all dimensions
j ∈ [0, D):

vgi,j =


(
bj,L + xgi,j

)
/2 if vgi,j < bj,L(

bj,U + xgi,j
)
/2 if vgi,j > bj,L

vgi,j otherwise.

(2.28)

After applying the constraint, the mutant vector vgi is crossed with the base vector
xgi similar to the binomial crossover strategy in DE (Equation 2.20), except the crossover
rate is replaced with the generated CRi value from Equation 2.26, and the final formula
is defined as

ugi =

{
vgj,i if (randj [0, 1] ≤ CRi) or j = jrand

xgj,i otherwise.
(2.29)

When all trials of the vectors ugi , i ∈ [0, N) in the population P have been generated,
SHADE employs the same selection process that is used in DE (Equation 2.21).
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Diversity with external archive. Just like JADE, SHADE also includes an optional
approach for maintaining diversity by using an external archive A that keeps records of
the parent members xgi that were replaced by the trial members ugi in the selection process
(Equation 2.21). Where DE disposes individuals and thereby excludes them for passing
their characteristics down to future generations, SHADE uses the archive in union with
the current population, i.e. P ∪ A, as an additional source for sampling xgr2 used in
Equation 2.27. Just like in JADE, the archive has a predefined size |A| decided by a scalar
parameter rarc multiplied with the population size N and rounded to the nearest integer,
i.e bN × rarce. In order to ensure that A never exceeds the size limit, a random selection
from the archive is removed before appending the next parent member, if the size of the
archive |A| is equal to or exceeds the maximum size limit, bN × rarce.

Updating the historical memory. For each member in each generation, whenever
the control parameters Fi and CRi are successful in generating a trial member ugi that
performs better than the parent member xgi , the control parameters are appended to SF
and SCR, each respectively. When the generation reaches its end, the historical memory
is updated using Algorithm 10.

Algorithm 10 SHADE memory update [187]

1: procedure UpdateMemory(SF , SCR)
2: if SCR 6= ∅ and SF 6= ∅ then
3: if Mg

CR,k =⊥ or max(SCR) = 0.0 then

4: Mg+1
CR,k =⊥; . terminate memory for crossover rate, or

5: else
6: Mg+1

CR,k = meanWL(SCR); . update memory for crossover rate
7: end if
8: Mg+1

F,k = meanWL(SCF ); . update memory for mutation factor
9: if k < |H| then

10: k = k + 1; . increment entry index, or
11: else
12: k = 0; . reset entry index
13: end if
14: else
15: Mg+1

F,k = Mg
F,k; . maintain historical memory as it is

16: Mg+1
CR,k = Mg

CR,k;
17: end if
18: end procedure

As shown in Algorithm 10, the memory is only updated if at least one of the individuals
in the generation g is successful in generating a trial member that performs better than
the parent member. Moreover, only one position in the memory is updated each time it
is called. That position is decided by index k ∈ 0 ≤ k < H, which is always initialized
to 0 at the beginning of the algorithm. In other words, in generation g, the k-th element
in memory is updated for the next generation g + 1. After the memory is updated, the
index k is updated; if the index is equal to H − 1 or higher, it is reset to 0, otherwise it is
incremented by 1.



2.5. Differential Evolution 29

Both MF and MCR uses the weighted Lehmer mean defined in Equation 2.30 for
updating memory records. As shown, the current k-th entry in MF is updated directly
with meanWL(SF ). The k-th entry in MCR, on the other hand, is updated only if two
conditions are met: (1) the current memory record Mg

CR,k is not equal to the termination
value ⊥, and (2) the maximum value in SCR is higher than 0.0. If the conditions are not
satisfied, the new memory record Mg+1

CR,k is assigned the termination value perp. Otherwise,
the new record is generated using the weighted Lehmer mean, meanWL(SCR).

The weighted Lehmer mean is calculating using

meanWL(S) =

∑|S|
k=0wk × S2

k∑|S|
k=0wk × Sk

, (2.30)

wk =
∆fk∑|S|
l=0 ∆fl

, (2.31)

∆fk =
∣∣f (ugk)− f (xgk)∣∣ , (2.32)

where the weight wgk used to calculate the weighted Lehmer mean for Sgk is defined as
the absolute score ∆fgk between the parent member xgi and trial member ugi , as formulated
in Equation 2.32, divided by the sum of all absolute scores for each Sk as shown in Equation
2.31. Finally, the weighted Lehmer mean is calculated by dividing the sum of all weights
w multiplied with the square of all memory records S, with the sum of all weights w
multiplied with all memory records S, as shown in Equation 2.31.

2.5.2 LSHADE

Over time, it is not uncommon to see more and more members ending up exploring the
same region in the search space (although with finer granularity). Such scenarios may
waste computational budget on late exploration that is deemed too excessive for the task
at hand, and a case can be made for reducing the complexity of the algorithm so that
more budget is spent on fewer and fewer individuals towards the end of the generation
span.

To address this concern, SHADE with Linear Population Size Reduction (L-SHADE)
[188] extends SHADE by applying linear decay to the number of members in the popula-
tion, periodically eliminating the least performing members. While L-SHADE employs a
rather simple linear population size reduction (LPSR) technique, it has shown to provide
significant improvements over SHADE with same budget [188], given the reduction in time
complexity that it provides.

In implementation, L-SHADE extends SHADE with a simple population size N ad-
justment formula; at the end of each generation g, the population size N in the next
generation g + 1 is defined as

Ng+1 = round

[
Nmin −N init

NFEmax
×NFEg +N init

]
, (2.33)

where N init is the initial population size and Nmin is the final population size min-
imum. NFEg is the number of fitness evaluations after generation g, and NFEmax is



30 Chapter 2. Background

the maximum number of fitness evaluations to be processed, which is incremented for
every selection procedure (Algorithm 9, line 32). The full implementation of L-SHADE is
described in Algorithm 11.

Algorithm 11 SHADE with Linear Population Size Reduction (L-SHADE) [188]

1: procedure L-SHADE(N init, Nmin, G, p,H, rarc, NFEmax)
2: perform initialization as in SHADE;
3: NFE = 0, N = N init;
4: while g ≤ G do
5: perform mutation, crossover and selection as in SHADE;
6: update historical memory as in SHADE;

7: Ng+1 = round

[
Nmin −N init

NFEmax
×NFEg +N init

]
8: if Ng < Ng + 1 then
9: ∆Ng = Ng −Ng+1

10: P ← P \ P∆Ngworst; . delete the ∆Ng worst members in P
11: |A| ← round [Ng+1 × rarc]; . resize archive size according to |P|
12: end if
13: g ← g + 1;
14: end while
15: end procedure

2.5.3 Current state-of-the-art DE advancements

Recently, adaptive DE has emerged as one of the best techniques used to improve upon the
initial implementation. In order to obtain better performance, adaptive DE automates the
control parameter tuning process by sequentially adjusting one or several of the control
parameters {N,F,Cr} using novel adaptation strategies. In 2018, an extensive study [3]
of different state-of-the-art adaptive DE schemes was published, describing the various
approaches in depth with focus on their advantages and disadvantages.

The study estimates that the overall best performances are achieved by DE algorithms
with advanced mutation strategies such as JADE with archive [213], MDE pBX [81] and
DEGL [38], because these could handle deficiencies in the standard DE algorithm such as
greediness in DE/best/1/bin strategy as well as maintaining balance between exploration
and exploitation. When combining advanced algorithm schemes such as DE/current-
to-pbest/1/bin with parameter adaptive schemes, algorithms such as SHADE [187, 189]
obtained the best algorithmic design performance. In addition, great performances is also
achieved with dynamic selection of multiple DE strategies during the evolution process,
e.g.in EPSDE [127], HSPEADE [128] and CoDE [201], which impose different search step
size at each step in the evolution in order to guide the search towards better direction. Of
the 24 different algorithms listed in the study, only a few are deemed superior in terms of
performance.

Awad et al. [7] proposed ensemble sinusoidal differential covariance matrix adapta-
tion with Euclidean neighborhood (L-SHADE-cnEpSin), which adopts the DE/current-
to-pbest/1/bin [213] mutation strategy. The algorithm uses a crossover operator that is
modified by a covariance matrix learning C = BDBT , with Euclidean neighborhood be-
tween the best member and the rest of the members in the population. Here, B and BT are
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orthogonal matrices and D is diagonal matrix with Eigen values. The number of members
in the population, N , is adapted in each generation, using the same technique as [6] for
linear population size reduction. The F value is also adapted during the evolution using
adaptive sinusoidal increasing adjustment and non-adaptive sinusoidal decreasing adjust-
ment. For each generation, the crossover rate Cr is adapted using normal distribution as
in L-SHADE.

Awad et al. [9] proposed ensemble sinusoidal differential evolution with niching reduc-
tion (EsDEr-NR), which is an enhanced version of L-SHADE with ensemble parameter
sinusoidal adaptation (L-SHADE-EpSin) [6]. During the evolution, the algorithm updates
the value of F with multiple significant adaptation merits that mixes two sinusoidal meth-
ods with a Cauchy distribution. Additionally, the algorithm reduces the population size
N using a novel niching-based reduction scheme. In order to improve quality of the solu-
tions found, the algorithm also implements a restart method that is activated when the
population size is reduced to 20 members, where half of the members are re-initialized
using a modified Gaussian walk formula [9].

Lastly, Awad et al. [8] proposed differential crossover strategy based on covariance
matrix learning with Euclidean neighborhood (L-covnSHADE). Like L-SHADE-cnEpSin
[9], the algorithm uses the DE/current-to-pbest/1/bin [213] mutation strategy. In addition,
the algorithm modifies the crossover operator with a covariance matrix learning C =
BD2BT , with Euclidean neighborhood between the best member and the rest of the
members in the population. Here, B and BT are orthogonal matrices and D2 is diagonal
matrix with Eigen values. The mutation factor F is adapted with a Cauchy distribution,
and the crossover rate Cr is adapted with normal distribution with the same methodology
as used in L-SHADE.





Chapter 3

Methodology

This chapter provides the implementation details necessary to answer the research ques-
tions of this thesis. First, the implementation of the original PBT procedure is described in
Section 3.1. In the next two sections, three methods of hyperparameter adaptation based of
the PBT procedure incorporated with DE heuristics are proposed. The Population-Based
Training with Differential Evolution (PBT-DE) procedure is first proposed in Section 3.2,
describing how it applies the initial DE heuristics to PBT in order to improve upon the
hyperparameter exploration strategy. In Section 3.3, the PBT-DE procedure is expanded
upon, and two additional procedures are proposed, called Population-Based Training with
SHADE (PBT-SHADE) and Population-Based Training with LSHADE (PBT-LSHADE),
based of the adaptive DE schemes, SHADE [187] and L-SHADE [188], respectively. In
Section 3.4, four different experiments using the MNIST and Fashion-MNIST datasets
and MLP and LeNet-5 neural network architectures are established, including the imple-
mentation details about the neural network architectures, learning algorithms, datasets,
hyperparameters, loss function and evaluation metrics that will be used to measure the
performances of each procedure. Lastly, given that training multiple neural networks in
parallel is a complicated process, and because there is limited information and established
practices on how to carry out such a process, technical details about the system and the
flow of major operations are included in Section 3.5.

3.1 Implementing the PBT Baseline

Before DE heuristics could be incorporated, it was decided that a comparison measure
was needed in order to know how the implementation performed. Therefore, PBT was
implemented as described in Algorithm 6, using the assumed, default exploit and explore
method as described in Algorithm 7, which exploits both θ and λ and explores just λ. As
shown in the algorithm, the parameter for exploitation was defaulted to 0.8, which means
80% of the least performing members copies the θ and λ from the top 20% performing
members. The perturbation parameters for exploration was defaulted to {0.80, 1.20},
which means that the hyperparameters are multiplied with either 0.80 or 1.20, chosen
randomly based of a uniform distribution.

It was decided to implement the PBT procedure [84] using a distributed queuing system
[47, 218] (see Section 3.5). This allows for members to be trained and adapted individually
and asynchronously, and ensures that each member wont proceed to the next iteration
before every individual in the population is finished. This effectively makes it possible to

33
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process members per generation rather than individually, and is essential for comparing the
PBT procedure and the proposed procedures (see Section 3.2–3.3). The PBT procedure
[84] was originally intended to be distributed over N processing devices (e.g. GPUs),
which unfortunately allows for variance in computing speed across processors to affect
individual member progression [218]. By ensuring that the training loop is synchronized
between generations, member progression will not be affected by differences in processing
devices.

Moreover, this thesis will not optimize hyperparameters that describe the neural net-
work architecture, which ensure that eachM is structured equally in terms of the number
trainable network parameters. This ensures that the number of operations required to
train, evaluate and adapt each member to be equal across generations, and it was con-
firmed early on in development that the observed wall-clock times for individual steps
were almost equivalent on identical processing devices.

Current literature seem to indicated that hyperparameters are more likely to decay over
time rather than increase over time when using the stochastic perturbation approach [84].
Early testing confirmed this notion, as it was noticed that that the implemented exploit
and explore method produced similar schedules if enough time was given and assuming
the chance of randomly selecting between 0.8 and 1.2 are equally weighted. Figure 3.1
demonstrates this behavior visually.
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Figure 3.1: An example of two hyperparameter schedules generated by PBT.

3.2 Incorporating DE Heuristics Into PBT

Since its introduction, DE has received many improvements over the initial algorithm,
proposing novel mutation, crossover and selection schemes that achieve state-of-the-art
performances on the established benchmarks. Despite the promising work that has been
done, it was not clear which procedure that would be a good candidate for improving
PBT. Given the uncertainty, and the fact that this may be the first time PBT has been
incorporated with DE for neural networks, it was decided to start out with the most initial
approach: the DE/rand/1/bin strategy, described in Algorithm 8. The decision helped
establish a firm baseline, which proved useful when incorporating adaptive DE heuristics
later in Section 3.3.
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This section describes the proposed PBT-DE procedure. The procedural structure
was based of the common structure found in the original algorithm, as well as current
extensions, described in Section 2.5. With this general knowledge, a list was constructed,
containing each specific and distinct operation that must be considered (in the presented
order) in addition to the operations required by the PBT procedure:

1. The operations preceding the next generation.

2. The method that generates the trial member with the mutation and crossover strat-
egy and current population P. This replaces the exploit and explore used in PBT.

3. The method that measures the fitness of the parent and trial in order to determine
which is considered best, called fitness.

4. The method that selects between the parent and trial member based on their fitness
score.

5. The operations after all members in the generation have selected their offspring.

Using these operations as basis for structuring the procedure, the first version of PBT
incorporated with heuristics from DE was constructed, called PBT-DE, and is summarized
in Algorithm 12.

PBT-DE uses most of the same algorithmic structure found in the PBT procedure,
but it is merged with the necessary operations required by DE in order to incorporate DE
heuristics, allowing members to be processed in generations. Like PBT, each member is
trained, evaluated and adapted asynchronously in parallel, but the procedure wont proceed
to the next generation before all members have completed their progression. Due to
how different types of hyperparameters are implemented and represented numerically (see
Section 3.5.4), all mathematical operations from DE were carried out without requiring any
modifications of the DE/rand/1/bin strategy. In other words, the operations required for
generating new hyperparameters were more or less identical to the original DE algorithm.
This removed any potential bias in inducing unnecessary changes that might alter the
heuristics of DE.

As shown in Algorithm 12, the PBT-DE procedure starts by initializing a population P
of unordered members m : {θ, λ, p, t}, where the initial hyperparameter configurations are
sampled using a random, uniform distribution. Each individual performs t steps of training
with θ and λ, followed up with a full evaluation of the trained θ before the hyperparameter
search space is explored in order to generate the new θ′. If the ready-criterion is not
met, the member skips the exploration of new hyperparameters and proceeds to step 20.
However, if the the ready-criterion is met, a trial member is generated using the existing
member, referred to as the parent member, and both the parent and trial member are
measured and compared in order to decide which gets to pass on their genome. In the
next sections, we will go into more detail about the algorithm and the specifics of each
operation.

3.2.1 Parameters

Like most algorithms and procedures, PBT-DE requires a set of parameters that must
be defined by the user. In addition to the population size N , the user must specify the
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Algorithm 12 Population-Based Training with Differential Evolution (PBT-DE)

1: procedure Adapt(P, N, ts, te,bL,bU , F, CR)
2: initialize P ← {m1,m2, . . . ,mN} . create N members
3: where {θi, λi, pi, ti} ∈ member,
4: λ1,j ∼ U [bj,L, bj,U ); . sample each λ from a uniform distribution
5: t1 ← 0;
6: while not end of training synchronously do
7: for m : {θ, λ, p, t} ∈ P asynchronously in parallel do

8: θ, t←
ts
step
b=t

(θ, λ); . ts steps optimization of θ with X (train)

9: p← eval(θ); . full evaluation of θ with X (valid)

10: if ready(θ, λ, p, t,P) then
11: with CR,F, λr0, λr1, λr2, jrand, . generate trial member

using DE/rand/1/bin, do
θ′, λ′, p′, t′ ← evolve(θ, λ, p,P);

12: θ, p, t← fitness(θ, λ, p, t, te); . measure fitness with Algorithm 13
13: θ′, p′, t′ ← fitness(θ′, λ′, p′, t′, te);
14: if p′ ≤ p then . selection
15: m′ ← {θ′, λ′, p′, t′};
16: else
17: m′ ← {θ, λ, p, t};
18: end if
19: end if
20: m′ = m→ P; . update population P
21: end for
22: end while
23: end procedure

lower and upper boundaries, bL and bU , of the hyperparameter search space Λ. Much
like DE, the bounds are necessary for spawning the initial points in the search space as
shown in step 4 in Algorithm 12. Moreover, the bounds are used for constraining the
hyperparameters to a valid range as required by the DE/rand/1/bin strategy. Naturally,
the user must also assign the mutation factor F and crossover rate CR that are required
by initial DE algorithm.

There are also a couple of new parameters being introduced: the training steps ts and
fitness steps te. Of these, ts describes how many steps of training to perform previous to
new hyperparameter generation, and te describes how many steps to train and evaluate in
order to measure fitness. Both ts and te are decided by the user and will have an effect on
both the performance and execution time of the algorithm. When the maximum number
of generations G is know, the PBT-DE procedure has order of O(G× (n× ts + 2n× te))
complexity.

3.2.2 Members

Similar to PBT, PBT-DE represents each member in the population P with the tuple
{θ, λ, p, t}, where λ and p is the equivalent of the parent member xgi and the fitness score
f(xgi ) from DEs notation, respectively. As this thesis works primarily with neural networks,
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θ represents the current weights and biases that represent the network model. Naturally,
λ is the current hyperparameter configuration sampled from the search space Λ, and p is
the current score that the member has obtained so far. Together, these values form the
member state, which is given more detail in Section 3.4.3. Similarly, the trial member ugi
is represented by the tuple {θ′, λ′, p′, t′}, which is the altered version of the parent member
state. While not shown, t and t′ remains the same for the parent and trial member.

3.2.3 Training and Evaluating

When comparing the PBT procedure with the proposed PBT-DE procedure, one of the
operations that stand out is how the step-function is performed; particularly, the notation
has changed to represent steps more clearly. To clarify, the phrase ”t steps” is the short-
hand notation for performing forward- and backward propagation t consecutive times with
the training set X (train) as defined in Equation 2.14. In this thesis, steps are performed
using subsets of the training set, called batches, so t is also equivalent to the number of
batched samples to use as inputs in the forward propagation. In Algorithm 12, where
the total number of batches, Bmax, in the training set is the ceiling value of the num-
ber of samples in the training set X (train) divided by the batch size B, a training step is
formulated as

if Bmax =
⌈
|X (train)|/B

⌉
and t′ = (t+ ∆t) mod Bmax,

then θ, t′ ←
∆t
step(θ, λ)

b=t

.

(3.1)

Underset (b = t) marks the starting batch index in the training set X (train), and the
overset ∆t is the number of batches, or steps, to perform from t. If the the number of
batches t+∆t exceeds the total amount of batches in X (train), i.e. t+∆t > Bmax, the out-
of-bound indices will be replaced by the first ((t + ∆t) mod Bmax)-th indices, effectively
looping back to the start of X (train).

The PBT-DE procedure includes the existing eval-function from PBT, defined as

p← eval(θ), (3.2)

which measures the predictive performance of the network model θ with the entire
validation set X (valid).

The notation has also been extended to include evaluation of specific batch indices
from X (valid) using

p← evalK(θ), (3.3)

where K is the set of batch indices found in the batch-divided validation set X (valid).
When using this notation, evaluation will be performed exclusively with the specified
batches pointed to by the indices K.

3.2.4 Generating New Trial Members

In step 11, the exploit and explore method from PBT has been replaced with the DE/rand/1/bin
mutation strategy from DE, denoted by the evolve-function, which generates the new trial
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member {θ′, λ′, p′, t′}. Details about the specific procedure for generating the trial mem-
ber (u) is described in step 9–19 in Algorithm 8. λ′ is the only components of the trial
members that is different from the parent members, as the DE/rand/1/bin strategy was
used exclusively to generate new hyperparameter configurations. This means that model
transfer is not performed, as early testing indicated worse performance, and is discussed
more in Chapter 5.

3.2.5 Measuring Fitness

One of the challenges with developing PBT-DE was implementing a method for evaluating
different hyperparameter configurations on the same model θ. Unlike PBT, DE compares
the pre-existing member (parent) and the generated member (trial) (Equation 2.21) in
order to determine which one that gets to pass on their genome. The comparison is
traditionally done by computing the fitness score, originally denoted f(·), of both the
parent member and trial member and determining which score is considered the best.
For non-complex fitness functions that would not take up much time compared to the
remaining operations in the optimization algorithm, measuring fitness between members
is a non-issue in terms of overall wall-clock time.

For neural networks, the only straight-forward way to test how good λ is for the cur-
rent model theta, is to train theta with λ using training samples and evaluate performance
using validation samples. In other words, the fitness function became essentially at least
one step in a computational-heavy black-box optimization algorithm, i.e. deep neural net-
work forward- and backward propagation with gradient descent. That made comparisons
computationally more complex, as the operation would require a separate training step
with X (train), and a full evaluation of the updated θ′ using X (valid), for both the parent
member as well as a the trial member.

Comparing members suddenly became a problem in terms of efficiency, and while it
could be done as described above, the focus was set on finding another way to approximate
the measure by reducing the amount of training and validation samples needed. In order
to reduce complexity, a novel method for measuring the fitness of new hyperparameter
configurations has been proposed, called Random Fitness Approximation (RFA), which
acts as a surrogate for the actual fitness-function that is being optimized. In step 12
and step 13, RFA is used as the fitness-function in order to measure the performance of
both the parent and trial member generated by the evolve-function. The RFA function is
described in more detail in Algorithm 13.

Algorithm 13 Random Fitness Approximation (RFA)

1: function Fitness(θ, λ, p, t, te)

2: θ, t←
te
step
b=t

(θ, λ); . te steps optimization of θ with X (train)

3: K
rand∼ {r0, . . . , r(te−1)} ∈

[
0, |X (valid)|

)
; . sample te random indices from X (valid)

4: pr ← evalK(θ); . evaluation of θ with |K| random samples from X (valid)

5: w ← te ×B
|X (valid)| ; . calculate the weight of the fitness measure

6: p← p× (1.0− w) + p′ × w; . calculate the weighted average of p and pr
7: return θ, p, t
8: end function
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Of RFAs five arguments, θ, λ and p represents the member that is considered for
fitness evaluation. Furthermore, t is the the current amount of steps that the member has
performed, and te is the amount of steps (or batches) to use when training and evaluating
the member. The algorithm starts by training the network model θ from the t-th step
for te steps with the training set X (train), which returns the updated θ and t. From
there, the member is evaluated by selecting the indices of te random batches from the
validation set X (valid), which returns the unweighted score, pr. Lastly, the member score p
is updated to the weighted average between p and pr in order to maintain balance between
the approximated performance pr and the previous, fully-evaluated performance p. This
is done to ensure fair comparisons between individuals in the population P. This also
ensures that good characteristics that perform generally well across the entire evaluation
set is prioritized.

3.2.6 Selecting Between Parent- and Trial Members

In step 14, after measuring the fitness score of both the parent and trial member with
the fitness-function, the results are used to to compare the members. The selection
determines whether the parent (θ, λ, p, t) or the trial (θ′, λ′, p′, t′) gets to pass on their
characteristics; an essential step derived from DEs method of selection (Equation 2.21).
Like the initial DEs implementation, the lowest (or highest) value wins the competition.

3.3 Incorporating Adaptive DE Heuristics

In the DE algorithm, the step size in the hyperparameter search space Λ is heavily de-
pendent on the mutation factor F , which decides how much distance between the two
randomly selected points in the search space sampled from the current generation that
is used to generate new points. One may view F to be the equivalent of learning rate
for neural network optimization. From literature, it is known that periodically adapt-
ing the learning rate, or other hyperparameters for that matter, improves neural network
performance [82]. In PBT-DE, the control parameters F and CR are constant values
that do not change after they have been assigned by the user. Similarly to how hyperpa-
rameter optimization has been successful for neural networks, it has been demonstrated
that adaptive DE algorithms, which automatically and periodically adapt one or several
control parameters, obtain far better results, and state-of-the-art DE extensions typically
consists of one or more adaptive parameter schemes (see Section 2.5.1). In this section,
two additional procedures are proposed, namely PBT-SHADE and PBT-LSHADE, and
the following sub-sections introduces the implementation details.

3.3.1 Population-Based Training with SHADE

Given that many state-of-the-art DE extensions are based of SHADE [187], it was deter-
mined that this was a good adaptive DE scheme to incorporate, and the greedy DE/current-
to-pbest/1/bin mutation strategy was implemented in order to generate better trial mem-
bers with adapted F and CR parameters. In order to generate F and CR, the historical
memory of successful parameters was implemented. In order to obtain the pbest member,
the extended archive of parent members was implemented as well. The advantage of using
SHADE is that it does not require any tuning of the mutation factor F , nor the crossover
rate CR. Instead, it adds two new parameters that define the size of the historical memory
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M and external archive A. All essential SHADE heuristics are covered in greater detail
in the Section 2.5.1.

Following the same naming convention, the extended PBT-DE procedure is named
PBT-SHADE. It implements all mandatory and optional operations from SHADE, and
the procedure is described in Algorithm 14.

Algorithm 14 Population-Based Training with SHADE (PBT-SHADE)

1: procedure Adapt(P, N, ts, te,bL,bU , pbest, rarc)
2: initialize P ← {m1,m2, . . . ,mN} . create N members
3: where mi ← {θi, λi, pi, ti},
4: λi,j ∼ U [bj,L, bj,U ), . sample each λ from a uniform distribution
5: t1 ← 0;
6: Archive A = ∅; MCR ← {0.5, . . . }; MF ← {0.5, . . . }; . initialize SHADE
7: |A| ← round

[
N init × rarc

]
; . set extended archive size

8: while not end of training synchronously do
9: SF = ∅; SCR = ∅; Sw = ∅; . initialize/reset temporary memory

10: for m : {θ, λ, p, t} ∈ P asynchronously in parallel do

11: θ, t←
ts
step
b=t

(θ, λ); . ts steps optimization of θ with X (train)

12: s← eval(θ); . full evaluation of θ with X (valid)

13: if ready(θ, λ, p, t,P) then
14: with CRi, Fi, λr1, λr2, λpbest, jrand, . generate trial member

using DE/current-to-pbest/1/bin, do
θ′, λ′, p′, t′ ← evolve(θ, λ, p,P);

15: θ, p, t← fitness(θ, λ, p, t, te); . measure fitness with Algorithm 13
16: θ′, p′, t′ ← fitness(θ′, λ′, p′, t′, te);
17: if p′ ≤ p then . selection
18: m′ ← {θ′, λ′, p′, t′};
19: else
20: m′ ← {θ, λ, p, t};
21: end if
22: if p′ < p then
23: m→ A; . add parent to external archive
24: wi ← |p− p′|; . calculate the absolute delta score
25: CRi → SCR; Fi → SF ; wi → Sw; . extend temporary memory
26: end if
27: end if
28: m′ = m→ P; . update population P
29: end for
30: if SCR 6= ∅ and SF 6= ∅ and Sw 6= ∅ then
31: update (MF , MCR) using SF , SCR and Sw; . update historical memory
32: end if
33: end while
34: end procedure

In step 9, before each asynchronous generation call, PBT-SHADE resets the temporary
historical memory sets SF , SCR and Sw. Please notice that Sw is not present in SHADE
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(Algorithm 9), and was included in order to store the absolute delta score w between p
and p′. In SHADE, w is normally defined in the weighted Lehmer mean function as one of
the weights which is used to update the historical memory. The change does not affect the
results in any way, but greatly decrease the time it take to update the historical memory
because the fitness function does not need to be called more than once for each member.

As mentioned, PBT-SHADE replaces the initial DE/rand/1/bin mutation strategy
with DE/current-to-pbest/1/bin, which introduces a new parameter pbest that is decided
by the user, and share close similarities with the exploitation factor in PBT. The pbest
variable is the decimal percentage of the best members in the generation that is needed
to sample λpbest (or xpbest) which is used to generate trial members. Smaller pbest-values
increase the greediness as fewer top-performing members are considered for sampling.
In SHADE heuristics, pbest is referred to as p, but to avoid collision with the already-
established PBTs parameter p, for score, the notation was changed.

From step 22 to 26, the external archive A and temporary memory (SF , SCR, Sw) is
updated if the trial member outperforms the parent member. While the entire parent
member state {θ, λ, p, t} is appended to the external memory as denoted by m← A, only
the hyperparameter configuration λ and fitness score p is used.

In step 31, after all members have completed the current generation, the next entries
MF,k and MCR,k in the historical memory is updated by calculated the weighted Lehmer
mean of both SF , SCR with the weights Sw. The entry index k is then incremented to the
next entry or reset to zero if the current entry is positioned at the last index.

3.3.2 Population-Based Training with LSHADE

In order to fit more training steps within the time budget, it was decided that the next
logical step would be look at how the budget is spent. Early testing indicated that the
population of members would work towards a similar solution across the training span,
regardless of how scattered they initially where. Figure 3.2 demonstrates this behavior.
This decreased the average distance between points in Λ, and effectively promoted shorter
steps within the search space region. Seeing that members would end up exploring a
smaller and smaller region in the search space (although with finer granularity), there
may be a possibility that computational resources are wasted in similar hyper-parameter
configurations. These resources might be better spent training a smaller portion of the
population for longer, which can be implemented by periodically eliminating bad members
from the population, effectively shrinking the population size over time. For general opti-
mization, there has already been proposed an novel extension to SHADE that implements
this scheme.

L-SHADE [188], being an extension SHADE, was used to extend the PBT-SHADE
procedure to include the additional operations that perform linear population size reduc-
tion over time, and the resulting procedure was named PBT-LSHADE. In practice, these
operations shrink the population size from the initial size down to specified target size,
which would free up resources over time and allow for two possibilities: (1) it could allow
for more iterations within the same time budget, or (2) reduce the time complexity of
the algorithm. The L-SHADE algorithm is described in more detail in Section 2.5.2. The
PBT-LSHADE procedure is summarized in Algorithm 15.

In Algorithm 15, step 35–40 describes the population size reduction. First, the new
population size Ng+1 is calculated, which is decided by the initial population size N init the
target population size Nmin, the target maximum number of fitness evaluations NFEmax,
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Algorithm 15 Population-Based Training with LSHADE (PBT-LSHADE)

1: procedure Adapt(P, N init, Nmin, NFEmax, ts, te,bL,bU , pbest, rarc)
2: initialize P ← {m1,m2, . . . ,m(N init)} . create N members
3: where mi ← {θi, λi, pi, ti},
4: λ1,j ∼ U [bj,L, bj,U ), . sample each λ from a uniform distribution
5: t1 ← 0;
6: Archive A = ∅; MCR ← {0.5, . . . }; MF ← {0.5, . . . }; . initialize SHADE
7: |A| ← round

[
N init × rarc

]
; . set extended archive size

8: Number of fitness evaluations NFE ← 0; . initialize L-SHADE
9: while not end of training synchronously do

10: SF = ∅; SCR = ∅; Sw = ∅; . initialize/reset temporary memory
11: for m : {θ, λ, p, t} ∈ P asynchronously in parallel do

12: θ, t←
ts
step
b=t

(θ, λ); . ts steps optimization of θ with X (train)

13: s← eval(θ); . full evaluation of θ with X (valid)

14: if ready(θ, λ, p, t,P) then
15: with CRi, Fi, λr1, λr2, λpbest, jrand, . generate trial member

using DE/current-to-pbest/1/bin, do
θ′, λ′, p′, t′ ← evolve(θ, λ, p,P);

16: θ, p, t← fitness(θ, λ, p, t, te); . measure fitness with Algorithm 13
17: θ′, p′, t′ ← fitness(θ′, λ′, p′, t′, te);
18: if p′ ≤ p then . selection
19: m′ ← {θ′, λ′, p′, t′};
20: else
21: m′ ← {θ, λ, p, t};
22: end if
23: if p′ < p then
24: m→ A; . add parent to external archive
25: wi ← |p− p′|; . calculate the absolute delta score
26: CRi → SCR; Fi → SF ; wi → Sw; . extend temporary memory
27: end if
28: NFE ← NFE + 1 . Increment the number of fitness evaluations by 1.
29: end if
30: m′ = m→ P; . update population P
31: end for
32: if SCR 6= ∅ and SF 6= ∅ and Sw 6= ∅ then
33: update (MF , MCR) using SF , SCR and Sw; . update historical memory
34: end if

35: Ng+1 = round

[
Nmin −N init

NFEmax
×NFE +N init

]
36: if Ng < Ng + 1 then
37: ∆Ng = Ng −Ng+1

38: P ← P \ P∆Ngworst; . delete the ∆Ng worst members in P
39: |A| ← round [Ng+1 × rarc]; . resize archive size according to |P|
40: end if
41: end while
42: end procedure
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Figure 3.2: An example of hyperparameter schedules generated by DE.

and the current number of fitness evaluations NFE registered so far. For each member,
after each selection between the parent and trial, the number of fitness evaluations NFE
is incremented by 1. If Ng+1 is smaller than the current population size Ng, the worst
∆Ng members are deleted from the population P.

3.4 Experiments

The following section covers the implementation details about each experiment performed
in this thesis. For hyperparameter optimization on neural networks, an experiment usually
defines a particular dataset and network combination that is commonly used for perfor-
mance testing and analysis in a specific research field or for a certain application. To
ensure that the results are repeatable, all used datasets and network architectures are well
documented and publicly available. In order to carry out experiments, the MNIST [110]
and Fashion-MNIST [207] datasets were used to evaluate model performances, as these are
light-weight datasets for image classification that are still very popular within the research
community. Complimenting the datasets, the MLP [134] and LeNet-5 [110] neural network
architectures were used to define the network model. All experiments used the the SGD
optimizer and the Categorical Cross Entropy (CCE) [41] loss function for updating the
network model, and model performances are reported in the CCE, F1 [29] and accuracy
score. The specific implementation details are reserved for the following sub-sections.

3.4.1 Datasets

The MNIST [110] and Fashion-MNIST [207] datasets are divided into three distinct sets
for training, validation and testing as described in Table 3.1. A subest from both datasets
are visually presented in Figure 3.3. These datasets were selected due to their maturity
and popularity as benchmarks for hyperparameter optimization, among many other ap-
plications. In addition, the images contained within these datasets are black and white
and of low resolution, which reduces the time and network architecture size required to
process them. This is favorable, as training multiple neural networks in parallel is a
computationally heavy task.
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Table 3.1: Dataset Divisions

Set MNIST Fashion-MNIST

training 50 000 50 000
validation 10 000 10 000
testing 10 000 10 000

Total 70 000 70 000

Note. The numbers of samples, grouped by three dis-
tinct sets extracted from the MNIST and Fashion-MNIST
dataset.

(a) MNIST (b) Fashion-MNIST

Figure 3.3: Subsets from the MNIST and Fashion-MNIST datasets.

MNIST

MNIST is a well-established and well-researched dataset of real-world data for machine
learning classification and pattern recognition. The dataset consists of exactly 70 000
images of handwritten digits with a resolution of 28x28 pixels in 1-channel (grayscale).
The images are classified as single digits from 0 to 9. While the dataset could be considered
solved in the sense that a near-perfect score has already been achieved [102], it is still
used for benchmarking in current studies, including studies of PBT-extensions [143]. The
dataset comes pre-divided into a training set of 60 000 images and a testing set of 10 000
images. In order to generate the validation set, 10 000 images from the training set was
sampled using a stratified random sampling technique in order to maintain the same class
distribution found in the training set. It is worth mentioning that the distribution was
already highly balanced, so the training set might have consisted of enough samples that
a simple random sampling would have provided a similarly balanced distribution.

Fashion-MNIST

Similarly to MNIST, Fashion-MNIST also contains 70 000 grayscale images with a reso-
lution of 28x28 pixels that are associated with a label from 10 classes. The images are of
different types of human clothing. While similar in form, Fashion-MNIST classification
is considered a harder task for learners to perform, as MNIST digits are simply more
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distinguishable than images of clothing, resulting in a considerable gap in performance by
the state-of-the-art [182, 206, 89, 87, 142, 74]. Similar to MNIST, Fashion-MNIST comes
pre-divided into a training set and testing set, and the same stratified random sampling
technique was used to generate the validation samples. The result was a training set of
numprint50000 images, validation set of 10 000 images and testing set of 10 000 images.

Data Augmentation

Both MNIST and Fashion-MNIST were preprocessed using the same data augmentation
techniques. All images were normalized with a mean of 0.1307 and standard deviation of
0.3081. All images were also increased to a resolution of 32x32 pixels using zero-padding,
a technique which simply adds black pixels to all sides of the image in order to increase
its resolution without increasing its quality or perform scale transformations. This was
necessary in order to use the current network implementations of MLP and LeNet-5, as
these expect an image input resolution of 32x32 pixels.

3.4.2 Models

As previously mentioned, the architecture of a neural network model can heavily influence
the final model performance for any regression or classification task. In order to ensure
repeatability for the experiments, it was decided to adopt two pre-defined architectures
that vary in depth and complexity and are commonly used in literature: MLP [134, 143]
and LeNet-5 [110]. The networks are in some aspects outdated compared to more complex,
deeper network architectures, e.g. VGG16 [169], but they take considerable less time to
train on limited hardware, given the number of free parameters each architecture consists
of.

MLP

MLP is a feedforward neural network with multiple densely connected layers. While
this model is very simple in design, especially compared to more recent architectures for
pattern recognition, it could be described as the quintessential example of a deep learning
model [64]. Just recently, MLP was used as one of the testing models in a PBT related
paper [143]. As described in Table 3.2, the implementation of MLP consists of 3 densely
connected layers followed up with a linear output layer. Each dense layer is followed up
with a Rectified Linear Unit (ReLU) [139] activation layer.

Table 3.2: MLP Implementation

layer neurons parameters

dense 256 200 960
dense 128 32 896
dense 64 8 256
linear 10 650

total parameters 242 762

Note. Each dense layer is followed up with
ReLU activation.
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LeNet-5

The second model used in the experiments was LeNet-5 [110], a classical Convolutional
Neural Network (CNN) used for handwritten and machine-printed character recognition.
The LeNet-5 architecture consists of two pairs of convolutional and pooling layers, which
are followed by a flattening convolutional layer connected to two fully-connected dense
layers which is completed by a softmax classifier. Each pooling layer and dense layer is
followed up with a ReLU activation layer. The implementation is described in Table 3.3.

Table 3.3: LeNet-5 Implementation

layer neurons kernel size stride parameters

convolutional 6 5× 5 1× 1 156
max pooling 6 2× 2 2× 2 0
convolutional 16 5× 5 1× 1 2 416
max pooling 16 2× 2 2× 2 0
flatten - - - 0
dense 120 - - 48 120
dense 84 - - 10 164
linear 10 - - 850

total parameters 61 706

Note. Each pooling layer and dense layer is followed up with ReLU
activation.

3.4.3 Defining the Hyperparameter Search Space

In this thesis, hyperparameters are divided into two groups: The first is defined as the
hyperparameters that influence the neural network model, and the second is defined as the
hyperparameters that influence the optimization procedure. The same optimizer procedure
is used for all experiments. A overview of the different types of hyperparameters that are
optimized in the experiments are summarized in Table 3.4.

Table 3.4: Hyperparameter Search Space Configuration

name group type lower bound upper bound

learning rate continuous float 10−5 10−1

momentum continuous float 0.8 1.0
weight decay continuous float 0.0 10−3

Note. A summary of each hyperparameter considered for optimization,
including the lower- and upper boundaries.

As shown, Table 3.4 lists the lower- and upper boundaries vectors, bL = {10−5, 0.8, 0.0}
and bU = {10−1, 1.0, 10−2}, respectively, and these are used to define the explorable region
in the search space Λ. The values are chosen based on the general knowledge of the
machine learning research community. Smaller and larger values than the ones specified
are uncommon. Negative values are considered invalid.
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Parameterization of the Network Model

For neural networks, the hyperparameter search space is first and foremost the parameters
that define the solution space, i.e. the model architecture. It is important to establish
that this thesis will not be including hyperparameters that change the number of neurons
and hidden layers. As previously hinted, the reasoning behind that decision is that neural
networks of unequal sizes cannot directly inherit each others weights and biases as the
matrices that represent them are of unequal dimensions. While there exists frameworks
that propose adaption of model architecture hyperparameters [115], this will not be tested
in this thesis. However, that could be an excellent follow-up study, knowing that the
network architecture have great influence on how well a network model is able to learn
certain tasks.

Parameterization of the Network Optimizer

Except from model architecture that defines the solution space, most of the hyperparam-
eters for neural networks are conventionally associated with the optimizer, and it was
decided to use the SGD-optimizer for all experiments. SGD is an excellent and efficient
optimizer with smoothing properties, and it was implemented in the original PBT pa-
per [84]. Like most optimizers, common implementations of SGD1 considers a couple of
hyperparameters that can be optimized.

It is known that the number of training steps is essential to the final outcome of the
model, where more training steps gives the learning optimizer more chances to update the
network. Increasing the number of steps generally result in better performance, but only
up to a certain point in time. The learning rate η is generally one of the most commonly
tuned hyperparameters for neural network optimization, and influences the amount of
update performed on the weights and biases by the optimizer in each training step, which
decides how the neural network solution space is navigated. Typically, when traversing
the solution space, the measured loss would usually end up in a region with either a
local or global minima. If the learning rate is assigned too small, the amount of update
applied will be smaller, resulting in slower learning speed, as well as higher chance that
the network ends up in a local minima, but learning is also more stable. On the other
hand, large learning rates allows for larger updates, which results in faster initial learning,
and the learner is less likely to become stuck in a local minima, but learning might become
unstable and more likely to miss good regions in the solution space. The learning rate is
typically assigned to a value of 0.1 or lower, so it was decided to use the lower- and upper
bounds of [10−5, 10−1] for all experiments.

One of the most common hyperparameter associated with SGD is called the momentum
[148, 155], which is a simple addition to the original algorithm. The hyperparameter
is parameterized as a continuous numeric value commonly defaulted to 0.9, and helps
accelerate gradients in the right direction. When momentum is applied, the optimizer
updates the neural network model according to the exponentially weighted average of
the gradient. It is known that when the network is properly initialized, SGD performs
remarkably better with momentum if the hyperparameter is properly tuned [183]. It is
also commonly known that good momentum values usually reside between [0.8, 1.0], so
these were used as the lower- and upper bounds in the search space for all experiments.

1SGD is implemented using the optim -module from PyTorch: https://pytorch.org/docs/stable/

optim.html.

https://pytorch.org/docs/stable/optim.html
https://pytorch.org/docs/stable/optim.html
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Current implementations of SGD also typically include regularization techniques such
as weight decay [146, 1]. Weight decay, also known as L2 penalty, is parameterized with
a continuous numeric value that controls the amount of regularization that is to be ap-
plied. Regularization is commonly used as a counter measure for overfitting, which is
not uncommon for neural network solution spaces that are very rich. The weight decay
hyperparameter is traditionally set very small (e.g. 0.01), and then manually balanced ac-
cording to the model performance on unseen data in order to reduce generalization error.
For all experiments, it was decided to constrain weight decay values the the lower- and
upper bounds of [0.0, 10−3].

3.4.4 Metrics

In machine learning, metrics are specific types of measurements that have been developed
to paint a picture of how well a model M performs in a certain area. So far, there is no
universal way to measure network performance, although some metrics are used more than
others. There exists a large variety of metrics for assessing models like neural networks,
where some focuses on simply calculating how far the prediction is from the ground truth
[170], to others who weights the measurement according to how well certain classes are
represented [120]. Metrics are mainly created for three different types of tasks: regression,
binary classification and multi-class classification. It is common to select at least two
metrics for hyperparameter optimization; one metric for measuring loss L that is to be
minimized by the optimizer that updates the neural network, and a validation metric for
evaluating how well the model performs after training with the current hyperparameter
configuration.

When measuring the performance of the hyperparameter algorithms relevant to this
thesis, it was decided to use the same metrics for all experiments. Because each experiment
considers a multi-class classification problem, the metric used for measuring loss, i.e. the
loss function L, is the CCE Score [41]. The evaluation metric used is called the F1 Score
[29]. Lastly, accuracy was used as a third metric as it is very common in literature, used
primarily for monitoring and analysis and has no effect on the algorithm.

Loss

CCE [41] is a class probability metric and loss function for both binary and multi-class
classification. The metric is both easy to interpret and commonly used for various classi-
fication tasks. The equation for calculating the CCE2 loss is defined as

L = − 1

N

N∑
n=1

C∑
c=1

1yi ∈ Cc log (Pmodel [yi ∈ Cc]) (3.4)

where the double sum is over the N observations, and over the C classes. 1yi∈Cc is a
therm for the indicator function of observation ith belonging to class cth. The pmodel[yi ∈
Cc] is the probability predicted by the classifier for the i-th observation to belong to the
cth class. For multi-class classification (i.e. for more than two classes), the CCE outputs
a vector C probabilities, where each component contains the probability of how likely the
input belongs to a specific class, and the sum of these probabilities adds up to 1.0.

2CCE is calculated using the torch.nn module from PyTorch, at https://pytorch.org/docs/master/
generated/torch.nn.CrossEntropyLoss.html.

https://pytorch.org/docs/master/generated/torch.nn.CrossEntropyLoss.html
https://pytorch.org/docs/master/generated/torch.nn.CrossEntropyLoss.html
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Evaluation

The F1 score [29], also known as balanced F-score or F-measure, is another class-based
metric. The metric can be described as the weighted, harmonic mean of the precision and
recall (sensitivity). Precision is defined as

Precision =
True Positive

True Positive + False Positive

=
True Positive

Total Predicted Positive
,

(3.5)

and recall is defined as

Recall =
True Positive

True Positive + False Negative

=
True Positive

Total Actual Positive
.

(3.6)

With the precision and recall, the F1 score for binary classification is defined as

F1 = 2× Precision× Recall

Precision + Recall
. (3.7)

In order to obtain the F1 score for multi-class classification, i.e. for more than two
classes, the F1 score was calculated for every class using the one vs. rest strategy, then
averaged. The F1 score was calculated using the f1 score module3 provided by the
scikit-learn [146] package.

3.4.5 Algorithm Parameters

All procedures were performed with a initial population size of N = 30. The procedures
ran until the end criterion, i.e. not end of training, was met, for which the cumulative
number of iterations per generation was monitored and training was ended when it reached
N × 40 = 1200 times. That would ensure that the algorithm would run for at least 40
generations. For PBT, a step size of t = 250 was used between each exploitation and
exploration. For PBT-DE, a training step size of t = 242 and fitness step size of te = 8
were used, which would add up to be equal to the number of steps performed by PBT for
each member in each generation.

PBT was implemented using an exploitation factor of 0.2 and an exploration factors of
∼ [0.8, 1.2], as suggested by the initial paper [84].

PBT-DE was implemented using a mutation factor of F = 0.2 and a crossover rate of
CR = 0.8, as suggested by the original authors [152].

3F1 score from scikit-learn at https://scikit-learn.org/stable/modules/generated/sklearn.

metrics.f1_score.html.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
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PBT-SHADE was implemented using the default parameters H = 5 and rarc = 2.0,
meaning that bothMF ,MCR in the historical memory was initialized to {0.5, 0.5, 0.5, 0.5, 0.5},
and the external archive size |A| was equal to rarc×N = 2.0×30 = 60. These param-
eters are described in more detail in Section 2.5.1. In addition, the procedure also
requires a decimal percentage, pbest, of how many top performing members to con-
sider when assigning xpbest. It was decided to use the default value of pbest = 0.2 in
all experiments, meaning that only the 20% top performing members are considered
for exploitation.

PBT-LSHADE was implemented using the same parameters as used for PBT-SHADE
across all tests that were conducted. The L-SHADE-specific parameters used are
derived from the default settings proposed by Tanabe and Fukunaga [188]. The
targeted population size was set to Nmin = 4, seeing that the DE/current-to-
pbest/1/bin mutation strategy requires a minimum of 4 members. The targeted
number of fitness evaluations was set to NFEmax = N × 40 = 30× 40 = 1200.

In order to obtain enough data to answer the research questions, each individual ex-
periment was performed 50 consecutive times. Each test was performed in a Linux en-
vironment with two NVIDIA RTX 2080Ti GPUs with 10 989 GB of video memory each,
where all member training and adaptation processes are distributed evenly among the
GPU processors. All experiments used a batch size of B = 64, meaning a single batch
consisted of 64 images from the datasets, and each of these images were transferred from
CPU memory to GPU memory in order to perform a single forward- and backward step
in the neural network.

3.5 Implementation

When implementing the proposed procedures, it was discovered that there was a lack
of purpose-built tools and technologies available that could facilitate the testing require-
ments. Therefore, we implemented a system for carrying out neural network training and
hyperparameter adaption asynchronously in parallel on limited processing budget using
a distributed queuing system. The system allowed for greater flexibility throughout the
development, and ensured that each procedures were carried out using a shared framework
employed by the system, inspired by a recently proposed PBT framework [115].

3.5.1 System Flow

Figure 3.4 is a flowchart of the main operations carried out by the system. The system flow
process starts with defining each part that makes up the experiments: The hyperparam-
eter search space, network model, network optimizer, evolution procedure (e.g. distinct,
parameterized operations performed by PBT-LSHADE), the dataset and the sampled set
divisions and an optional database connection (local or remote). With all required exper-
iment parameters appropriately assigned, the controller process is started.

Workers

Before training and adaption can begin, the controller uses multiprocessing technologies
to define a worker pool which spawns a specified number of processes, Np (i.e. n jobs ),
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called workers. Each worker are assigned one and one only processing device (e.g. gpu:0

for the 1th GPU, or gpu:1 for the 2th GPU). The number of workers, Np, should be
set as large as possible for more distributed parallel processing, but is restricted to how
much collective system memory or video memory that is available on the CPU or GPU
processing units, respectively. When using GPU processing in this system, each worker
must initialize the CUDA environment, which uses some of the available video memory.

In this thesis, 16 worker processes where employed, and the worker pool distributed
the GPU devices evenly among these workers. A larger number of workers would have
caused a CUDA out-of-memory error as only two GPUs where used in this thesis.

Population

In the next step of the system, all members in the population P of size N are initialized
using the operations from each procedure that decides how hyperparameters are spawned
in the search space. In this case, spawning process is equal for all processes. The population
P is represented in system memory as a custom dictionary with a member identifier/key-
value pair. Therefore, members are accessed and updated by unique identifier in order to
ensure that the dictionary always consists of a distinct set of members.

At any step in the system, members are represented by a checkpoint, which is a data
object that stores the current state of the member. The state is represented by several
data components described in Table 3.5. These include the current state of the neural
network model represented by the weight and bias matrices. The hyperparameters are
represented by a special type of ordered dictionary that contains the current value, the
lower and upper boundary, and the programmatic name of the hyperparameter. The
optimizer parameters contains the current state of the network optimizer. In addition, the
checkpoint state includes the number of steps and epochs in order to know where in the
training process the member currently resides. The checkpoint also records the last score
that was measured. Member checkpoints allow member-specific data to be constrained to
single objects, which allows for better accessibility wherever members are referenced in
the program.

Table 3.5: Data stored in a Checkpoint

Description Variable Name Data Type

Neural network weights/biases model state Dictionary of Tensors

Optimizer parameters and state optimizer state Dictionary of Tensors

Hyperparameters parameters Ordered Dictionary of Floats (*)

Steps steps Integer

Epochs epochs Integer

Loss loss Table of Floats

Note. (*) Hyperparameters are stored in a custom, ordered dictionary type that contains the upper
and lower bounds.

After the members and workers are initialized, the main loop is entered. First, the
system performs all the procedure operations that are required prior to generating the
next generation of members. The PBT and PBT-DE procedures do not need this step
as no prior operations are needed, but the PBT-SHADE and PBT-LSHADE procedures
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require it as they need to reset the historical memory H.

Workers and Asynchronous Processes

Next, the main loop enters the asynchronous part of the system. Here, the worker pool
distributes the population P of N member checkpoints in chunks C of size NC = bN/Npc.
These chunks are then queued across the worker processes along with the asynchronous
process. If the number of chunks |C| are not evenly divisible with the number of members
N , one of the worker processes receives a chunk of extended size N∗C = nc+1. As such, it is
recommended to use a number of workers that ensures N mod Np = 0, if possible. Each
worker processes the chunk Ci of member checkpoints with the asynchronous process in
parallel using a pool of |Ci| threads. When a thread task completes, the adapted member
checkpoint gets immediately returned back to the worker pool via the return queue. In
practice, this allows for members to be accessible the moment they are finished.

Post-Operations

After all members return from training and adaption and leaves the asynchronous portion
of the system, any post operations required by the evolution procedure is performed at
this point in the process. These are exclusively used by PBT-SHADE and PBT-LSHADE
in order to update the historical memory. In addition, PBT-LSHADE performs linear
population decay, which may shrink the population by one or more members.

Then, all remaining members are saved as the next g + 1-th generation, and each
member checkpoint may also be saved to the database if a database provider is specified.
Instead of relying on more complex database systems such as local SQL or cloud services,
the database system we use creates and maintains a simple, accessible, local folder struc-
ture that can be easily navigated by the researcher during or after the training process has
completed for analysis. In our case, the checkpoints of all members across all generations
where saved, and these were used to construct data frames that would serve as the main
source of data for the results, post-analysis and figures.

Depending on the size of the network model, checkpoint states could become quite
large. In order to ensure that the system does not use up all accessible system memory,
old member checkpoints are saved to a database and then removed from memory at the end
of each generation. The system also optionally deletes old network model and optimizer
states from old checkpoints in the database that is no longer of use in order to save space
in database file system. Deletion is performed as the database can become quite large in
size.

At last, the system checks to see whether the training adaptation process is finished
by checking the end criteria. In our case, the end criteria is whether all members have
performed t steps equal or above the specified max steps value, i.e. t ≥ N × 40. If true,
the system exists the main loop, closes all workers processes and returns the best member.
Otherwise, the system proceeds to generate the next (g + 1)-th generation of members.

3.5.2 Evolution Engines

The evolution engine is presented in the program as a framework for adapting members
with evolutionary techniques. Several evolution engines where created for this system in
order to carry out the testing, namely the exploit and explore method performed in the
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Figure 3.5: Hyperparameters mapped with a normalization layer.

original PBT procedure, as well as the mutation, crossover and selection strategies derived
from DE, SHADE and L-SHADE. In order to get adaptive DE to work for multiprocessing,
the external archive A and historical memory H were implemented as global registries that
could be shared across all processes using a memory manager.

3.5.3 Controller

The component that orchestrate the entire evolution and training process is the controller.
It decides when to call the evolver functions, and when to perform asynchronous training
and evaluation of adapted members. It can also optionally do monitoring tasks like writing
logs and creating real-time graphs using the TensorBoard [1] package4. More importantly,
it makes sure to back up each generation to the database while it is running, and it
performs garbage collection to remove any checkpoint states from the database that are
no longer needed.

3.5.4 Hyperparameters

There are a few requirements for the implementation of Hyperparameters for neural net-
works. Fundamentally, each parameter is a value from either a continuous, discrete or
categorical search space constrained to a predefined lower and upper boundary. While
arithmetic operations come natural for both continuous and discrete numeric values, it
poses a challenge for categorical parameters, e.g. strings. Therefore, categorical hyperpa-
rameters are not directly supported by DE, because it is a numeric optimizer where all
hyperparameters must be able to be changed by arithmetic methods. While there could be
implemented an exception for categorical values which uses methods like random selection
to navigate the search space [115], this would alter the original heuristics from DE. In-
stead, it was decided to implement a layer on top of the underlying search space that maps
numerical, continuous values to the underlying continuous, discrete or categorical values.
This mapping layer is practically a normalized, continuous search space constrained from
a lower limit of 0.0 to a upper limit of 1.0. The mapping of parameters are visualized in
Figure 3.5.

For continuous and discrete hyperparameters, the mapping is a simple translation and

4Tensorboard is available at https://www.tensorflow.org/tensorboard.

https://www.tensorflow.org/tensorboard
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defined as

xtranslated:Y = ymin + (ymax − ymin)× x− xmin
xmax − xmin

, (3.8)

where x is the a value from the source space X to be mapped, xmin and xmax is the
lower bound and upper bound of X, and ymin and ymax is the upper and lower bound of
the target space Y . Because the normalized value must be a value between 0.0 and 1.0,
the formula can be simplified as

λtranslated:A = 0.0 + (1.0− 0.0)× λ− bL
bU − bL

=
λ− λmin
bU − bL

,

(3.9)

where bL and bU are the upper and lower bounds of λ.
On the other hand, categorical parameters are treated a bit different. The categorical

search space is represented by a one-dimensional list with indices 0 to l− 1, where l is the
number of categorical parameters. The mapping layer cannot interface with the categorical
parameters directly, but it can interface with the indices. Therefore, in a similar way to
how discrete and continuous values are translated, the indices are translated too, and the
categorical value can be retrieved.

For example, if the parameters are a discrete value from 0 to 100, a normalized value
in the mapping layer of 0.50 would point to 50 in the underlying search space. Similarly, a
normalized value of 0.734 would point to 73. For categorical values, where the underlying
search space is represented by a list {string1, string2, string3}, a normalized value of
0.20 would point to index 0 which points to string1. Similarly, a normalized value of 0.67
would point to index 2 which points to string3.

The hyperparameter mapping layer is simply a view into the underlying search space,
and allows us to limit arithmetic operations to the normalized value. This way has the
advantage of enabling any type of hyperparameter to support any algorithm that generates
new values based on the search space Λ, e.g. DE.

One downside of the mapping strategy is that categorical search spaces of just a few
values does not reflect immediate change if the step size is too small. That is, if a step
in the search space yields a normalized value that still points to the previous categorical
value, no change has been made to the hyperparameter. This is especially noticeable for
binary search spaces, e.g. True-False values where half of the search space points to one
value.

3.5.5 Environment

The system was implemented in a Linux environment with Python5 (version 3.7.6) – a
popular high-level programming language that is widely used by both researchers and
practitioners in the machine learning community. The processing is conducted mainly on
multiple CUDA-enabled GPUs powered by the CUDA Toolkit6 (version 10.2). Among
many available machine learning packages in Python, we chose to use an open source
machine learning framework called PyTorch7 (version 1.5) to define and run deep learning

5Python is available at https://www.python.org.
6CUDA Toolkit is provided by NVIDIA at https://developer.nvidia.com/cuda-downloads.
7PyTorch is available at https://pytorch.org.

https://www.python.org
https://developer.nvidia.com/cuda-downloads
https://pytorch.org
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models. While Python is a high-level programming language, some of its components
are implemented using low-level C-code (i.e. CPython), which makes it more efficient for
certain tasks, despite its high-level abstraction.



Chapter 4

Results

This chapter presents the results and analysis obtained from running the PBT procedure
(Section 3.1) against the PBT-DE, PBT-SHADE and PBT-LSHADE procedures (pro-
posed in 3.2 and Section 3.3) on the aforementioned experiments established in Section
3.4. The result data are obtained by running 50 individual and consecutive tests with
each procedure on the four different experiments that consists of the product of two dif-
ferent kinds of neural networks architectures, MLP and LeNet-5, as well as two different
datasets for image classification, MNIST and Fashion-MNIST. The data presented is an
accumulation of each best performing member in the last generation generated by the
PBT, PBT-DE, PBT-SHADE and PBT-LSHADE procedures. Each of the best perform-
ing members are determined by the F1 score obtained from evaluating the member’s model
M on the validation set X (valid) derived from the dataset that is currently used as mea-
sure. While multiple metric types are included in several figures and tables, the focus is
primarily on the F1 score in order to determine how the procedures perform.

First, a comprehensive Welch ANOVA [205] and Post-Hoc analysis is presented in
Section 4.2 in order to assess whether there is statistical significant difference between the
tested procedures. Secondly, several figures and tables are presented in Section 4.3 on
the train-, validation- and test scores obtained by calculating the CCE, F1 and accuracy
across generations. Thirdly, some results are presented in regards to the procedures time
complexity in Section 4.4. Next, the most common hyperparameter schedule trends are
visualized in Section 4.5. Lastly, in order to understand how procedure parameters affect
the predictive performance in relation to the time complexity, several tests are presented
on different population sizes in Section 4.6.

4.1 Overview

Figure 4.1 shows the minimum, average and maximum F1 score obtained by the procedures
on each experiment. Based on the results, it is clear that the PBT-SHADE and PBT-
LSHADE procedures achieved the highest average on the MNIST and Fashion-MNIST
datasets, each respectively. The highest recorded maximum F1 score is obtained primarily
by the PBT-LSHADE procedure, except from the experiment that involved the MNIST
dataset with the MLP neural network architecture. In this case, the maximum F1 score
was obtained by the PBT-DE procedure. Overall, it was determined that the PBT-
DE, PBT-SHADE and PBT-LSHADE procedures outperform the PBT procedure on all
experiments. When that has been said, please refer to Section 4.3 for more in-depth
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Figure 4.1: The F1 scores of each procedure on four different experiments. Bright color is minimum,
medium color is average, and dark color is maximum.

analysis of the predictive performances of the individual procedures.

4.2 Welch ANOVA Analysis

Because multiple procedures (or groups) was measured, the Welch ANOVA (Analysis
of Variance) [205] method was used in order to determine whether there is a statistical
significant difference found in the procedures. For all tests, the dependent variable was
the F1 score obtained from using the test dataset division X (test) on the final model M.
A significance level of α = 0.01 was used for all tests, and is the probability of rejecting
the null hypothesis when it is true. The hypotheses tested by the Welch ANOVA method
is defined as

H0 : x̄1 = x̄2 = x̄3 = · · · = x̄k

H1 : At least one x̄i differ,
(4.1)

where the null hypothesis H0 was accepted if all F1 means for each procedure was
equal, otherwise the hypothesis H1 was accepted if at least one of the means are different.
The variable k is the number of procedures, which was k = 4 for this case.

4.2.1 Assumption Check

In order for the Welch ANOVA tests to be considered valid, it was ensured that all test
data are mutually exclusive, and there are no repeated measures. Furthermore, the data
was also tested for normality by using the Shapiro–Wilk [167] test. The null hypothesis
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Table 4.1: The Shapiro-Wilk Test for Normality

Dataset Model Procedure statistic p-value

MNIST

MLP

PBT 0.954811 0.053948
PBT-DE 0.975883 0.394113

PBT-SHADE 0.976781 0.425588
PBT-LSHADE 0.981376 0.61126

LeNet-5

PBT 0.987843 0.883427
PBT-DE 0.953751 0.0487421

PBT-SHADE 0.961217 0.0999691
PBT-LSHADE 0.977046 0.435194

Fashion
MNIST

MLP

PBT 0.966956 0.173563
PBT-DE 0.968978 0.210258

PBT-SHADE 0.978189 0.478392
PBT-LSHADE 0.964433 0.136303

LeNet-5

PBT 0.980565 0.576026
PBT-DE 0.970892 0.251519

PBT-SHADE 0.96304 0.119192
PBT-LSHADE 0.945705 0.0227907

Note. The test is used to assess whether the data is normally distributed. If the p-value is less
than the chosen significance level α = 0.01, the data is not normally distributed.

of a Shapiro-Wilk test is that the data is normally distributed. If the p-value generated
with the Shapiro-Wilk test is less than the alpha level, α = 0.01, i.e. p < 0.01, the null
hypothesis is rejected. The results from the Shapiro-Wilk test are presented in 4.1 for each
experiment, and it was clear that all p-values are greater than the alpha value. According
to these findings, it can be determine with 99% certainty that the data was normalized.
As an extra reassurance, a probability plot of the residuals for each individual group was
included in Figure 4.2. It was clear that the ordered values follow along the diagonal
line across the theoretical quantiles, indicating that the graphical testing supported the
statistical findings that the data was normalized.

The reason for why the Welch ANOVA test was used instead of the traditional One-Way
ANOVA test was because the method does not assume there is homogeneity of variances
in the data. Using the Levene’s method [113] for assessing equality of variances on the
dependent variable for each experiment, it was observed that all experiments except for
the MNIST dataset with the LeNet-5 architecture passed the test (see Table 4.2), meaning
that any findings provided by the one-way ANOVA test could not be statistically trusted
for the results obtained using the MNIST dataset with the LeNet-5 architecture.

4.2.2 Results

Table 4.3 presents the Welch ANOVA test results1. It is clear that, for all experiments,
the p-values are very small, and ultimately less than the pre-established significance level,
α = 0.01, meaning it can be said with a 99% certainty that there was a statistically
significant difference between at least two of the procedures for every experiment. The

1The Welch ANOVA test was carried out using a publicly available Python package, https://

pingouin-stats.org/generated/pingouin.welch_anova.html

https://pingouin-stats.org/generated/pingouin.welch_anova.html
https://pingouin-stats.org/generated/pingouin.welch_anova.html
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Figure 4.2: A probability plot of the residuals, where normality is indicated by the red diagonal.

Table 4.2: The Levene’s Test for Homogeneity of Variance

Dataset Model statistic p-value

MNIST
MLP 1.40579 0.242347

LeNet-5 4.53437 0.00425292

Fashion
MNIST

MLP 2.74165 0.0444369
LeNet-5 1.8056 0.147454

Note. The test is used to assess whether the data is equal in variance.
If the p-value is less than the chosen significance level α = 0.01, it
means there is no homogeneity of variance found in the data.
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Table 4.3: The Welch ANOVA Test

Dataset Model d.f.N. d.f.D. F-value p-value

MNIST
MLP 3 107.66085 32.17127 6.32× 10−15

LeNet-5 3 107.85942 9.23710 1.72× 10−5

Fashion
MNIST

MLP 3 107.18582 54.66338 1.62× 10−21

LeNet-5 3 108.23603 12.51375 4.37× 10−7

Note. If the p-value is below the significance level α = 0.01, it means there is a statistically
significant difference between the procedures.

Welch ANOVA results alone does not specify which procedures that are statistically and
significantly different, so the tests are naturally followed up with a Post-Hoc analysis.

Post-Hoc Analysis

The Pairwise Games-Howell [59] Post-Hoc test method was used for each experiment in
order to assess which procedure pairs that were statistically and significantly different.
While the Games-Howell test is similar to the Tukey’s Honestly Significant Difference
(Tukey’s HSD) [192] Post-Hoc test, it is more robust to heterogeneity of variances, and so
it is optimal after a Welch ANOVA test. Table 4.4 displays the results from the Games-
Howell test2.

From the data presented, it can be stated with a 99% certainty that there was a
statistical significant difference between the PBT procedure compared with the PBT-DE,
PBT-SHADE and PBT-LSHADE procedures from the test scores obtained from using the
MNIST dataset and MLP neural network architecture. On the same experiment, it cannot
be stated with 99% certainty that there was a statistical significant difference between the
PBT-DE, PBT-SHADE and PBT-LSHADE procedure.

On the experiment with the MNIST dataset with the LeNet-5 architecture, it can be
stated with 99% certainty that there was a statistical significant difference between the
PBT and PBT-DE procedures, as well as the PBT and PBT-LSHADE procedure. For all
other procedure pairs, the null hypothesis was rejected with a 99% certainty.

On the experiment with the Fashion-MNIST dataset with the MLP architecture, it can
be stated with 99% certainty that there was a statistical significant difference between the
PBT procedure and the PBT-DE, PBT and PBT-SHADE, PBT-LSHADE procedures.
Moreover, there was also a statistical significant difference between the PBT-DE and
PBT-SHADE procedures, and the PBT-DE and PBT-LSHADE procedures. The only
procedure pair that failed the test, was the PBT-SHADE and PBT-LSHADE procedures.

Lastly, it can be said with 99% certainty that there was a statistical significant differ-
ence between the PBT and PBT-SHADE procedures, and the PBT and PBT-LSHADE
procedures on the experiment with the Fashion-MNIST dataset and the LeNet-5 architec-
ture. Furthermore, on the same experiment, it can be stated with 99% certainty that there
was a statistical significant difference between the PBT-DE and PBT-SHADE procedure,
as well as the PBT-DE and PBT-LSHADE procedures. For all other procedure pairs, it
cannot be stated that there was a statistical significant difference.

2The Games-Howell test was carried out using a publicly available Python package, https://

pingouin-stats.org/generated/pingouin.pairwise_gameshowell.html

https://pingouin-stats.org/generated/pingouin.pairwise_gameshowell.html
https://pingouin-stats.org/generated/pingouin.pairwise_gameshowell.html
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Table 4.4: Pairwise Games-Howell Post-Hoc Test

Dataset Model Procedures S.E. T-value d.f. p-value

MNIST

MLP

PBT & PBT-DE 0.00019 -7.48914 96.44685 0.00100
PBT & PBT-SHADE 0.00019 -7.42833 97.57683 0.00100
PBT & PBT-LSHADE 0.00017 -9.54680 86.49154 0.00100

PBT-DE & PBT-SHADE 0.00018 -0.15442 97.63001 0.90000
PBT-DE & PBT-LSHADE 0.00016 -1.41861 92.26055 0.48795

PBT-SHADE & PBT-LSHADE 0.00016 1.19252 89.59553 0.61521

LeNet-5

PBT & PBT-DE 0.00011 -4.47966 95.15235 0.00100
PBT & PBT-SHADE 0.00013 -2.36873 83.35057 0.08563
PBT & PBT-LSHADE 0.00011 -4.48197 97.13978 0.00100

PBT-DE & PBT-SHADE 0.00014 1.30806 91.54714 0.55055
PBT-DE & PBT-LSHADE 0.00012 0.18933 97.37374 0.90000

PBT-SHADE & PBT-LSHADE 0.00014 1.18470 87.92620 0.61958

Fashion
MNIST

MLP

PBT & PBT-DE 0.00043 -7.87083 92.22133 0.00100
PBT & PBT-SHADE 0.00051 -11.03481 97.14250 0.00100
PBT & PBT-LSHADE 0.00041 -11.58976 86.27826 0.00100

PBT-DE & PBT-SHADE 0.00046 -4.79091 88.03916 0.00100
PBT-DE & PBT-LSHADE 0.00035 -3.93764 96.36414 0.00100

PBT-SHADE & PBT-LSHADE 0.00044 -1.84570 81.67583 0.25400

LeNet-5

PBT & PBT-DE 0.00052 -1.36620 97.04208 0.51802
PBT & PBT-SHADE 0.00063 -5.03446 93.09950 0.00100
PBT & PBT-LSHADE 0.00053 -4.62757 97.33800 0.00100

PBT-DE & PBT-SHADE 0.00060 -4.03364 88.82178 0.00100
PBT-DE & PBT-LSHADE 0.00050 -3.44474 97.97160 0.00350

PBT-SHADE & PBT-LSHADE 0.00061 -1.16478 89.60407 0.63074

Note. If the p-value is below the significance level α = 0.01, it means there is a statistically
significant difference between the procedures.
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4.3 Individual Performance Comparisons

This section presents the individual performances between the procedures on from all ex-
periments. The following sub-sections is first divided on the different datasets, MNIST
and Fashion-MNIST, and then on the different neural network architectures, MLP and
LeNet-5. The result data obtained from each experiment is reported in every metric type
for each dataset divisions. Of the divisions, the testing set X (test) was considered the most
important benchmark for assessing the predictive performance between the different pro-
cedures. Furthermore, the training- and validation sets are included because the difference
between the scores obtained from each dataset division over time says something about
how well the neural network model performs in terms of generalization.

In order to determine how well each optimization procedure performs across the entire
generation span on unseen data, performance on the testing set X (test) from the dataset
was recorded at for each member at each step in the training. It is important to note
that the results obtained from running these tests were not used by any of the procedures
in any way, as this would have gone against good algorithmic testing practice where the
unseen data is supposed to be unknown to the procedure. Otherwise, the final results
would be skewed and biased. Furthermore, as an extra measure to reduce any potential
researcher bias, these tests were not performed during development of the procedures; the
result data obtained across generations was used purely for analytical purposes after the
procedures had been tested.

Lastly, an overall numeric representation of the test data is included. The CCE score,
F1 score and accuracy are presented in Table 4.5. Table 4.6 and Table 4.7, each respec-
tively. Note that the F1 testing score for each dataset and network architecture was of
most relevance when assessing the performance of each procedure. For convenience, the
deemed best values are highlighted in bold.

4.3.1 Results from the MNIST Dataset

This section presents the results obtained from running the MLP and LeNet-5 architectures
on the MNIST dataset. The results are first and foremost visualized through box plots,
which is a type of plot used for representing groups of numerical data through their
quartiles. Each figure consists of 9 box plots; one box plot for each product of the different
evaluation metrics and dataset divisions. The first row shows the CCE, the second row
shows the F1 score and third row shows the accuracy for all three dataset divisions.

Results with the MLP Architecture

Figure 4.3 depicts the box plots of the results from testing with the MLP architecture. It
is clear that when viewing the test scores, the PBT-DE, PBT-SHADE and PBT-LSHADE
procedures outperformed the PBT procedure in terms of highest (best) F1 mean obtained.
Of the four, the PBT-LSHADE procedure achieved the highest recorded F1 score, but its
variance was considerable higher than the rest, leading it to also achieving the second-
to-lowest F1 score. Furthermore, the PBT-SHADE demonstrated the lowest amount of
variance, meaning that the results it produced was more consistent compared to the rest
of the procedures. In addition, PBT-SHADE also achieved the highest F1 mean of all the
procedures at 0.9774, which lead us to determine that PBT-SHADE was the most consis-
tently highest performing procedure on the MNIST dataset with the MLP architecture in
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Figure 4.3: Box plot comparisons between the procedures from 50 consecutive tests performed
with the MNIST dataset using MLP.

terms of F1 score.

In order to understand how each procedure performed over time, the metric scores
obtained at every step across the duration of the procedure are displayed in Figure 4.4.
The data points at each step represents the average score between the 50 tests that have
been performed. The data is visualized over time (i.e. steps) with a line chart as a
mean to view how well each procedure performed across generations. This is especially
important as each procedure was tested with the same number of total accumulated steps,
which allowed the PBT-LSHADE procedure to produce more than twice the amount of
generations. In order to provide a good visualization of the data, the x-axis is compressed
by a factor of 50% for the last generations generated by PBT-LSHADE. The plots are first
divided by the metric types CCE score, f1 score and accuracy score in groups of three,
where each row within the groups contain a different dataset division.

In Figure 4.4, it was observed that on all metrics, PBT performed better in the first
3 000 steps, but eventually stopped improving and was overtaken by the other procedures
in the range between 3000 and 5000 steps. Out of the three DE-based procedures, PBT-
DE displayed the lowest F1 score in the first 9000 steps, but finally performs similar to
PBT-SHADE and PBT-LSHADE.

It is clear that when viewing how PBT-LSHADE performs over time, the procedure did
not benefit too much from the extra steps it managed with the same budget. Moreover,
PBT-LSHADE seemed to overfit the training set, which was reflected in the CCE score
when comparing the training set with the evaluation and testing set. Despite the fact that
the procedures was given control over weight decay as a mean to mitigate overfitting, the
regularization technique seemed to not prevent overfitting due to excessive training. One
explanation for why the procedures failed to reduce overfitting could be explained by the
F1 validation score, which seemed to be not affected by the overfitting. Whether reducing
overfitting or not would provide better results was not clear, but it could be interesting
to see the outcome if a metric that is more capable of detecting overfitting was used for
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Figure 4.4: Line chart comparisons between the procedures from the average of 50 consecutive
tests performed on the MNIST dataset using MLP.



66 Chapter 4. Results

0.00

0.01

train_cce

0.03

0.04
eval_cce

0.02

0.03

test_cce

0.9950

0.9975

train_f1

0.9875

0.9900
eval_f1

0.9875

0.9900

test_f1

PBTPBT-DEPBT-SHADEPBT-LSHADE

99.75

100.00
train_acc

PBTPBT-DEPBT-SHADEPBT-LSHADE

99.00

99.25

eval_acc

PBTPBT-DEPBT-SHADEPBT-LSHADE

99.00

99.25

test_acc

PBT PBT-DE PBT-SHADE PBT-LSHADE

Figure 4.5: Box plot comparisons between the procedures from 50 consecutive tests performed
with the MNIST dataset using LeNet-5.

validation, like the CCE. When that has been said, the F1 test score does show some
degradation in the range between 15 000 and 23 500 steps, which means the score would
be better if the training was ended sooner, around the 15 000 step mark.

It is also important to note that despite PBT-LSHADE using linear population decay,
which reduces the number of members linearly over time, it did not seem to affect the
predictive performance when compared to PBT-SHADE, which is the same procedure,
but without linear population decay. That would suggest that a lower population size
N < 30 could provide similar results, which would save the DE-procedures a generous
amount of time if the number of GPUs or CPUs used are lower than the population size,
which is true in our case.

Results with the LeNet-5 Architecture

The results from testing with the LeNet-5 architecture is shown in Figure 4.5. Similar to
the results found from testing with the MLP architecture, PBT was outperformed once
again by the PBT-DE, PBT-SHADE and PBT-LSHADE procedures on the averagely ob-
tained F1 score. The L-SHADE obtained the highest F1 score this time as well, but it also
had the highest amount of variance as well. In addition, PBT-DE demonstrated to achieve
the lowest amount of variance, and while it did not achieve one of the highest F1 scores,
it obtained the highest F1 mean at 0.9900. Considering what have been learned from the
results, it was determined that PBT-DE displayed the best predictive performance on the
MNIST dataset with the LeNet-5 architecture because of its consistent high F1 scores.

Figure 4.6 displays the obtained average score data from each procedure visualized over
time. When inspecting the F1 test score, it was clear that the PBT procedure performed
better than the other procedures for the first 4000 or so steps, but was eventually over-
taken by the PBT-LSHADE procedure, and later by both the PBT-DE and PBT-SHADE
procedures. In contrast with the results obtained from using the MLP architecture, PBT-
DE performed considerably worse the first 8000 steps when compared to the rest, but
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eventually catch up before the 10 000 step mark.
As seen in the results obtained from testing with the MNIST dataset and MLP archi-

tecture, the extra steps performed by L-SHADE lead to overfitting the training set, which
is reflected in the range between the training and validation CCE score. However, the
amount of overfitting seemed to be lower than the other tests, and there was a noticeable
degradation in both the F1 validation score and F1 testing score (as well as the accuracy
equivalents). The reduction in overfitting could have happened because of the change in
neural network architecture, but there is also a chance that the procedures were more
successful in reducing some of the overfitting by optimizing the weight decay. Because of
the overfitting, PBT-LSHADE procedure may have performed worse than both the PBT-
DE and PBT-SHADE procedures. If the PBT-LSHADE procedure was stopped earlier,
it would have achieved better results, and better time complexity as well.

4.3.2 Results from the Fashion-MNIST Dataset

This section presents the results obtained from running the MLP and LeNet-5 architectures
on the Fashion-MNIST dataset for classifying human clothing from images. Figure 4.7
displays the box plots that show the results from testing with the MLP architecture.
Each of the rows shows the CCE, F1 score and accuracy for all three dataset divisions,
respectively.

In Figure 4.7, it is clear that the PBT-DE, PBT-SHADE and PBT-LSHADE proce-
dures outperformed the PBT procedure on all tested metrics. Of the procedures, PBT-
LSHADE displayed the highest amount of variance, which may have lead it to obtain both
the best and worst recorded F1 score. While PBT-LSHADE displayed higher variance,
it still obtained the highest F1 mean, and PBT-SHADE achieved the second-highest F1
mean.

Figure 4.8 displays the average metric scores obtained at every step, divided by each
metric and dataset division. In the first steps, PBT performed better than the other
procedures, but was eventually overtaken by all DE-based procedures in the range from
4 000 to 7 000 steps. For the first 10 000 steps, the PBT-SHADE procedure peformed
better than the other procedures on all metrics.

From Figure 4.8, it was noticed that the number of members in the population seemed
to have an effect on the predictive performance of the network model in all cases, something
that cannot be noticed in earlier results from the MNIST dataset in Figure 4.4. It was
clear that the PBT-LSHADE procedure did not perform as well as both the PBT-DE
and PBT-SHADE procedure for the first 10 000 steps. As the PBT-SHADE and PBT-
LSHADE procedures are essentially the same procedures except for the linear population
decay performed in PBT-LSHADE, the only explanation for the performance difference
must be correlated with difference in population size over time.

When that has been said, the aforementioned difference was not reflected in the final
results because PBT-LSHADE ran an additional 13 500 steps and managed to overtake
on both the F1 and accuracy metric. Also, similar to other tests, the PBT-LSHADE
procedure displayed signs of overfitting as seen in the CCE metric charts in Figure 4.8,
but that is hardly noticeable in the other metrics.

In Figure 4.9, we display the box plots of the results from training and testing the
Fashion-MNIST dataset with the LeNet-5 architecture. Similar to earlier examples, the
PBT comes out the weakest of the four procedures on the average test F1 score. Out of the
four procedures, the PBT-LSHADE procedure displays the highest amount of variance and
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Figure 4.6: Line chart comparisons between the procedures from the average of 50 consecutive
tests performed on the MNIST dataset using LeNet-5.
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Figure 4.7: Box plot comparisons between the procedures from 50 consecutive tests performed
with the Fashion-MNIST dataset using MLP.

obtains both the lowest and highest registered F1 score, while the PBT procedure displays
the lowest amount of variance. Even so, the PBT-LSHADE procedure still obtains the
highest average F1 test score, and PBT-LSHADE achieves the second highest average F1
test score.

When measuring predictive performance over time as shown in Figure 4.10, it is clear
that the PBT-LSHADE procedure performed strongly the first 10 000 steps when com-
pared to the other procedures, but because the PBT-LSHADE procedure was able to train
for more than twice the amount of steps, it managed to overtake the other procedures and
come out on top. The PBT procedure performed strong the first 6 000 steps, but was
eventually overtaken by the other procedures.

Similarly to the results obtained from using the MLP neural architecture (Figure 4.8),
it became evident that linear population decay over time hurt the predictive performance
of the PBT-LSHADE procedure when compared to the PBT-SHADE procedure. Further-
more, it was clear that overfitting occurred with this architecture as well, as seen in the
range from 17 000 to the end, both in the CCE validation curve and the final gap between
the train CCE score and validation CCE score. However, overfitting did not seem to hurt
predictive performance when inspecting the F1 and accuracy metric. When that has been
said, it was noticed that the difference between the training scores and validation scores
became greater after the 10 000 step mark.

4.4 Time complexity

For neural network hyperparameter adaption, time complexity describes the relation be-
tween the number of steps (or epochs), the population size and time. In order to say some-
thing about the time complexity of the PBT, PBT-DE, PBT-SHADE and PBT-LSHADE
procedures, time was measured by registering the amount of time taken to perform three
distinct tasks for each member in each generation. The tasks performed by each member
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Figure 4.8: Line chart comparisons between the procedures from the average of 50 consecutive
tests performed on the Fashion-MNIST dataset using MLP.
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Table 4.5: Performance Statistics in CCE Score

Dataset Model Set Algorithm median mean std min max

MNIST

MLP

train

PBT 0.0219 0.0226 0.0052 0.0139 0.0416
PBT-DE 0.0155 0.0160 0.0054 0.0066 0.0308
PBT-SHADE 0.0126 0.0134 0.0048 0.0051 0.0262
PBT-LSHADE 0.0096 0.0089 0.0065 0.0005 0.0225

valid

PBT 0.0790 0.0795 0.0031 0.0729 0.0898
PBT-DE 0.0723 0.0727 0.0036 0.0649 0.0792
PBT-SHADE 0.0712 0.0719 0.0041 0.0657 0.0865
PBT-LSHADE 0.0743 0.0819 0.0169 0.0622 0.1442

test

PBT 0.0699 0.0706 0.0034 0.0639 0.0843
PBT-DE 0.0654 0.0655 0.0032 0.0586 0.0729
PBT-SHADE 0.0641 0.0647 0.0040 0.0578 0.0792
PBT-LSHADE 0.0670 0.0730 0.0155 0.0552 0.1331

LeNet-5

train

PBT 0.0114 0.0111 0.0031 0.0050 0.0233
PBT-DE 0.0085 0.0095 0.0042 0.0051 0.0264
PBT-SHADE 0.0087 0.0086 0.0025 0.0041 0.0165
PBT-LSHADE 0.0079 0.0073 0.0039 0.0003 0.0142

valid

PBT 0.0330 0.0329 0.0020 0.0287 0.0410
PBT-DE 0.0301 0.0304 0.0026 0.0262 0.0408
PBT-SHADE 0.0296 0.0294 0.0024 0.0251 0.0358
PBT-LSHADE 0.0309 0.0343 0.0094 0.0263 0.0654

test

PBT 0.0269 0.0271 0.0023 0.0235 0.0334
PBT-DE 0.0253 0.0258 0.0030 0.0219 0.0401
PBT-SHADE 0.0251 0.0257 0.0026 0.0206 0.0331
PBT-LSHADE 0.0263 0.0294 0.0093 0.0213 0.0627

Fashion
MNIST

MLP

train

PBT 0.2588 0.2623 0.0155 0.2314 0.3022
PBT-DE 0.2326 0.2346 0.0121 0.2149 0.2607
PBT-SHADE 0.2292 0.2288 0.0136 0.2014 0.2597
PBT-LSHADE 0.2205 0.2190 0.0234 0.1616 0.2590

valid

PBT 0.3118 0.3142 0.0079 0.3020 0.3366
PBT-DE 0.3015 0.3026 0.0049 0.2933 0.3133
PBT-SHADE 0.2995 0.2997 0.0053 0.2885 0.3099
PBT-LSHADE 0.2985 0.3030 0.0183 0.2859 0.3954

test

PBT 0.3395 0.3420 0.0094 0.3234 0.3675
PBT-DE 0.3276 0.3291 0.0054 0.3194 0.3413
PBT-SHADE 0.3243 0.3255 0.0051 0.3142 0.3356
PBT-LSHADE 0.3263 0.3299 0.0188 0.3138 0.4100

LeNet-5

train

PBT 0.1973 0.1968 0.0117 0.1711 0.2244
PBT-DE 0.1928 0.1925 0.0171 0.1520 0.2364
PBT-SHADE 0.1790 0.1775 0.0132 0.1388 0.1973
PBT-LSHADE 0.1659 0.1655 0.0206 0.1257 0.2063

valid

PBT 0.2661 0.2664 0.0068 0.2520 0.2854
PBT-DE 0.2616 0.2633 0.0067 0.2517 0.2824
PBT-SHADE 0.2611 0.2608 0.0059 0.2470 0.2781
PBT-LSHADE 0.2604 0.2700 0.0231 0.2476 0.3540

test

PBT 0.2766 0.2776 0.0082 0.2647 0.3038
PBT-DE 0.2745 0.2752 0.0083 0.2601 0.2955
PBT-SHADE 0.2698 0.2703 0.0067 0.2569 0.2819
PBT-LSHADE 0.2710 0.2800 0.0257 0.2534 0.3712

Note. The best values are highlighted in bold.
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Table 4.6: Performance Statistics in F1 Score

Dataset Model Set Algorithm median mean std min max

MNIST

MLP

train

PBT 0.9932 0.9929 0.0019 0.9854 0.9957
PBT-DE 0.9948 0.9945 0.0019 0.9890 0.9972
PBT-SHADE 0.9962 0.9955 0.0017 0.9907 0.9974
PBT-LSHADE 0.9971 0.9967 0.0015 0.9921 0.9980

valid

PBT 0.9730 0.9729 0.0012 0.9690 0.9755
PBT-DE 0.9760 0.9759 0.0012 0.9714 0.9781
PBT-SHADE 0.9762 0.9762 0.0007 0.9745 0.9779
PBT-LSHADE 0.9764 0.9763 0.0010 0.9740 0.9795

test

PBT 0.9754 0.9751 0.0014 0.9708 0.9773
PBT-DE 0.9771 0.9771 0.0012 0.9749 0.9807
PBT-SHADE 0.9774 0.9774 0.0010 0.9754 0.9793
PBT-LSHADE 0.9771 0.9771 0.0013 0.9731 0.9798

LeNet-5

train

PBT 0.9953 0.9952 0.0010 0.9917 0.9968
PBT-DE 0.9959 0.9954 0.0016 0.9881 0.9970
PBT-SHADE 0.9959 0.9959 0.0009 0.9930 0.9973
PBT-LSHADE 0.9965 0.9963 0.0013 0.9933 0.9980

valid

PBT 0.9873 0.9873 0.0008 0.9856 0.9889
PBT-DE 0.9884 0.9884 0.0008 0.9862 0.9901
PBT-SHADE 0.9889 0.9889 0.0005 0.9876 0.9901
PBT-LSHADE 0.9885 0.9884 0.0009 0.9857 0.9898

test

PBT 0.9892 0.9893 0.0007 0.9876 0.9908
PBT-DE 0.9899 0.9900 0.0009 0.9869 0.9915
PBT-SHADE 0.9901 0.9900 0.0008 0.9877 0.9916
PBT-LSHADE 0.9899 0.9897 0.0011 0.9871 0.9919

Fashion
MNIST

MLP

train

PBT 0.8972 0.8964 0.0056 0.8827 0.9094
PBT-DE 0.9073 0.9073 0.0046 0.8971 0.9174
PBT-SHADE 0.9094 0.9094 0.0055 0.8953 0.9208
PBT-LSHADE 0.9107 0.9111 0.0097 0.8949 0.9324

valid

PBT 0.8754 0.8745 0.0034 0.8647 0.8813
PBT-DE 0.8804 0.8800 0.0022 0.8757 0.8840
PBT-SHADE 0.8814 0.8815 0.0023 0.8766 0.8867
PBT-LSHADE 0.8821 0.8820 0.0036 0.8691 0.8876

test

PBT 0.8646 0.8641 0.0034 0.8529 0.8702
PBT-DE 0.8692 0.8689 0.0026 0.8613 0.8732
PBT-SHADE 0.8709 0.8708 0.0023 0.8661 0.8753
PBT-LSHADE 0.8725 0.8720 0.0037 0.8600 0.8799

LeNet-5

train

PBT 0.9195 0.9202 0.0048 0.9097 0.9314
PBT-DE 0.9222 0.9226 0.0068 0.9069 0.9379
PBT-SHADE 0.9284 0.9289 0.0057 0.9186 0.9458
PBT-LSHADE 0.9328 0.9327 0.0082 0.9175 0.9476

valid

PBT 0.8933 0.8933 0.0036 0.8848 0.9011
PBT-DE 0.8955 0.8951 0.0025 0.8877 0.8995
PBT-SHADE 0.8973 0.8976 0.0020 0.8945 0.9024
PBT-LSHADE 0.8981 0.8978 0.0036 0.8873 0.9028

test

PBT 0.8895 0.8891 0.0039 0.8783 0.8976
PBT-DE 0.8908 0.8901 0.0035 0.8808 0.8973
PBT-SHADE 0.8925 0.8926 0.0036 0.8832 0.8992
PBT-LSHADE 0.8945 0.8936 0.0049 0.8796 0.9023

Note. The best values are highlighted in bold.
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Table 4.7: Performance Statistics in Accuracy

Dataset Model Set Algorithm median mean std min max

MNIST

MLP

train

PBT 99.550 99.520 0.1713 98.825 99.769
PBT-DE 99.692 99.670 0.1777 99.170 99.929
PBT-SHADE 99.823 99.766 0.1577 99.315 99.951
PBT-LSHADE 99.909 99.871 0.1427 99.449 100.0

valid

PBT 97.771 97.758 0.1083 97.402 98.010
PBT-DE 98.013 98.008 0.1025 97.672 98.202
PBT-SHADE 98.040 98.037 0.0700 97.862 98.174
PBT-LSHADE 98.042 98.043 0.0936 97.833 98.363

test

PBT 97.870 97.853 0.1188 97.502 98.069
PBT-DE 98.044 98.038 0.1058 97.840 98.338
PBT-SHADE 98.069 98.063 0.0826 97.900 98.238
PBT-LSHADE 98.049 98.042 0.1177 97.651 98.308

LeNet-5

train

PBT 99.747 99.737 0.0956 99.425 99.900
PBT-DE 99.799 99.760 0.1509 99.084 99.898
PBT-SHADE 99.800 99.800 0.0813 99.543 99.925
PBT-LSHADE 99.858 99.840 0.1164 99.570 99.994

valid

PBT 99.074 99.070 0.0646 98.935 99.194
PBT-DE 99.158 99.157 0.0679 98.931 99.272
PBT-SHADE 99.186 99.191 0.0520 99.111 99.318
PBT-LSHADE 99.158 99.145 0.0824 98.921 99.262

test

PBT 99.124 99.126 0.0635 98.975 99.254
PBT-DE 99.194 99.194 0.0727 98.915 99.333
PBT-SHADE 99.199 99.188 0.0694 99.005 99.323
PBT-LSHADE 99.174 99.165 0.1021 98.955 99.363

Fashion
MNIST

MLP

train

PBT 90.525 90.430 0.5285 89.125 91.681
PBT-DE 91.488 91.455 0.4364 90.464 92.386
PBT-SHADE 91.641 91.655 0.5112 90.332 92.686
PBT-LSHADE 91.877 91.899 0.9001 90.417 93.883

valid

PBT 88.699 88.631 0.2940 87.759 89.172
PBT-DE 89.172 89.153 0.2092 88.706 89.480
PBT-SHADE 89.238 89.272 0.2328 88.753 89.801
PBT-LSHADE 89.369 89.358 0.3305 88.210 89.867

test

PBT 87.749 87.706 0.3116 86.644 88.286
PBT-DE 88.177 88.153 0.2304 87.629 88.625
PBT-SHADE 88.361 88.325 0.2214 87.858 88.754
PBT-LSHADE 88.505 88.454 0.3381 87.520 89.092

LeNet-5

train

PBT 92.622 92.681 0.4450 91.650 93.706
PBT-DE 92.859 92.893 0.6430 91.398 94.360
PBT-SHADE 93.406 93.483 0.5282 92.624 95.051
PBT-LSHADE 93.920 93.924 0.7707 92.474 95.384

valid

PBT 90.486 90.484 0.3307 89.749 91.252
PBT-DE 90.654 90.640 0.2504 89.954 91.060
PBT-SHADE 90.854 90.892 0.2044 90.569 91.335
PBT-LSHADE 90.923 90.886 0.3501 89.916 91.402

test

PBT 90.053 90.004 0.3459 89.072 90.695
PBT-DE 90.147 90.087 0.3467 89.301 90.685
PBT-SHADE 90.336 90.319 0.3388 89.341 90.904
PBT-LSHADE 90.496 90.388 0.4364 89.112 91.083

Note. The best values are highlighted in bold.
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Figure 4.9: Box plot comparisons between the procedures from 50 consecutive tests performed
with the Fashion-MNIST dataset using LeNet-5.

was categorized as training, testing and evolving.

The training-task is the procedure where the neural network is training with forward
and backward propagation. For PBT, PBT-DE, PBT-SHADE and PBT-LSHADE, this
included the step. and eval-function that preceded the generation of new hyperparameters.
Next, the evolving-task consists of the operations conducted in order to generate new trial
members. For the PBT procedure, the evolve task includes the exploit- and explore
method. For the PBT-DE, PBT-SHADE and PBT-LSHADE procedures, the evolve task
is defined by the operations required to generate new trial hyperparameters as well as
compare the parent and trial with RFA. Lastly, the testing-task is whenever the test
dataset X (test) is used to measure how members are performing. This is an optional
operation that has no effect on the outcome of the procedures, but it was included as it
can be subtracted from the total time in order to obtain an approximate total if no testing
was conducted.

The time for all three tasks at each step is visualized in Figure 4.11 for the Fashion-
MNIST dataset with the LeNet-5 neural network architecture. Each data point represents
the step-wise average of the 50 tests that were performed. For convenience, the total time
is also included at the bottom of the figure.

In Figure 4.11, the PBT, PBT-DE and PBT-SHADE procedures display similar to-
tal time. Moreover, it is clear that the PBT-LSHADE procedure benefit from reducing
the number of members over time. When considering the predictive performance mea-
surements that PBT-LSHADE provided the first 10 000 steps as shown and discussed in
earlier results, the procedure showed capabilities of providing competitive results with less
operations when compared to the other procedures tested in this thesis.

Except from the PBT-LSHADE procedure that showed linear time decay across all
tasks, there were some noticeable differences found in the evolve task. Especially the PBT
procedure, which spent almost no time performing exploitation and exploration when
compared to the DE-based procedures. Of the four procedures, PBT-SHADE spent the
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Figure 4.10: Line chart comparisons between the procedures from the average of 50 consecutive
tests performed on the Fashion-MNIST dataset using LeNet-5.
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4.5. Hyperparameter Schedules 77

most time when generating new trial members and performing the fitness comparisons
with RFA.

Another notion is the fact that there was a slight difference between the PBT procedure
and the PBT-DE and PBT-SHADE procedures in training and testing time. The training
time can be explained by the difference step sizes, as the PBT procedure trained for 250
steps with the X (train), and performed av full evaluation on X (valid), while the PBT-DE,
PBT-SHADE and PBT-LSHADE procedures performed 242 steps on X (train) and a full
evaluation on X (valid). The remaining 8 training steps were performed in the RFA method,
which would also explain larger evolution time.

4.5 Hyperparameter Schedules

From the perspective of the neural network optimization algorithm, and except from neural
network state sharing conducted in the PBT procedure, the only difference between the
PBT, PBT-DE, PBT-SHADE and PBT-LSHADE procedures is the final hyperparameter
schedules that each procedure generates. In Figure 4.12, the hyperparameter schedules
for the Fashion-MNIST dataset using the LeNet-5 neural network architecture, divided by
each procedure, are presented. Because there was a lot of result data, the mean is displayed
in strong, bold color, as well as the standard deviation which is displayed as dashed lines
added and subtracted from the mean. Like earlier figures, data is compressed for the
additional generations generated with PBT-LSHADE after 10 000 steps. It is also worth
mentioning that we will not include hyperparameter schedules from the other experiments
as they are very similar.

It is well known that reducing the learning rate over time typically lead to better results
when training a neural network. In Figure 4.12, all four procedures generated learning
rate schedules that are in line with that notion. While it is clear that each procedure
generated similar-looking learning rate schedules, the PBT procedure generated learning
rate schedules that deviated less from the mean when compared to the other procedures,
meaning it typically found consistently similar schedules across multiple runs. In addition,
the first learning rate values generated by the PBT procedure were approximately close to
0.08, while the learning rate generated by the PBT-DE, PBT-SHADE and PBT-LSHADE
procedures typically started around 0.05.

In Figure 4.12, it is evident that the momentum schedules generated by each procedure
varied more than the learning rate schedules, especially for the PBT-DE, PBT-SHADE and
PBT-LSHADE procedures. There is also a difference in trend, where the PBT procedure
generally and gradually reduced the momentum mean from 0.88 to 0.81, where most values
oscillated between 0.80 and 0.85, providing the most stable schedules. On the other hand,
PBT-DE procedure generated more varying momentum values that oscillate with greater
power, where the mean was increasing slightly from 0.83 to 0.87. Lastly, both the PBT-
SHADE and PBT-LSHADE procedures produced similar momentum schedules, where the
momentum mean generally increased from 0.83-0.84 to 0.89-0.90 for the first 10 000 steps,
and then slowly dipped down to 0.88 for the last steps generated by the PBT-LSHADE
procedure. It is also clear that the momentum values generated by the PBT-DE procedure
oscillated the most for the first steps.

Lastly, Figure 4.12 displays the trends derived from the weight decay hyperparameter
schedules. When comparing the weight decay schedules to the other hyperparameters
schedules, regardless of which procedure in question, there was not a clear indication
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Figure 4.12: Trends derived from hyperparameter schedules generated for the Fashion-MNIST
dataset using the LeNet-5 neural network architecture. The brightest color indicate minimum and
maximum values, the middle color indicate the standard deviation subtracted from or added to
the mean, and the darkest, strongest color indicate the mean.
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to how this type of hyperparameter generally evolves in conjunction with the learning
rate and momentum hyperparameters. There was some indication that the weight decay
schedules generated by the PBT procedure are generally decreasing, and there was a
similar indication found for the PBT-LSHADE procedure.

4.6 Impact of Population Size

When testing PBT, PBT-DE, PBT-SHADE and PBT-LSHADE, several parameters re-
quired by the procedures needed to be defined, and there were some uncertainty to which
ranges of values that were appropriate for the tasks at hand. However, when examining
current literature, some of these parameters were given more clarification. More precisely,
the end-criterion, i.e. the number of cumulative steps a procedure should perform, as well
as the step sizes used in the experimental testing, was inspired by the work conducted
in another PBT-related study [143]. Furthermore, and as stated earlier, the parameters
by the PBT and DE-based method were determined by their default values suggested by
the original authors. What remains is the population size, N , which was decided to be
N = 30 for all experiments.

However, it is common knowledge in evolutionary literature that population size N
can play a large role in the final performance of the optimizer, both in terms of time
complexity and predictive performance. Therefore, it was decided to perform additional
tests with the PBT and PBT-SHADE procedures on the Fashion-MNIST dataset with the
LeNet-5 neural network architecture on a range of population sizes. Figure 4.13 displays
the results obtained from testing a population of 10, 20, 30, 40, 50, and 60 initial members.
The experiments were conducted five times for each population size for 10 000 steps. The
results shown is the average of the tests.

In Figure 4.13, it is clear that each metric follow a similar trend, and it is evident
that PBT-SHADE achieved the highest predictive performance on all metrics for each
population size. Based on these results, it seems that PBT did not obtain a significant
benefit from higher population sizes, and peaks around 30 ≤ N ≤ 40 on all metrics. On
the other hand, the PBT-SHADE procedure indicated a gradual increase in predictive
performance on all metrics with the number of members in the population, which lead to
an increase in the performance gap between the average PBT and PBT-SHADE.
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Figure 4.13: A bar plot of different population sizes and the acquired F1 test scores, obtained with
the PBT and PBT-SHADE procedures on the Fashion-MNIST dataset with the LeNet-5 neural
network architecture.



Chapter 5

Discussion

This chapter presents a concise summary of the principal implications of the obtained
results and findings. In Section 5.1, the research questions are restated and provided an
answer based on the methods proposed in Chapter 3 and the results presented in Chapter
4. Next, the results will be put in context with the state-of-the-art results achieved on
the MNIST and Fashion-MNIST dataset in Section 5.2. Lastly, we will acknowledge the
limitations and challenges of this thesis and propose recommendations for future research
in Section 5.3.

5.1 Research Questions

This section restates and answers each of the research questions. The answers are based
of the work that has been conducted by this thesis.

5.1.1 RQ1

The main research question of this thesis regards how differential evolution heuristics can
be incorporated into population-based training for neural networks (RQ1). Based on the
sparse studies on PBT (given its recency), as well as the comprehensive research avail-
able for DE, we have proposed three novel procedures based of the initial PBT procedure
[84], namely PBT-DE, PBT-SHADE and PBT-LSHADE, that successfully incorporate
heuristics from both the original DE procedure [179], as well the adaptive and more recent
DE extensions, SHADE [187] and L-SHADE [188]. In order to incorporate the heuristics
without major modifications, members were processed on a per generation basis while
trained and adapted individually using a purpose-built distributed queuing system de-
signed specifically for training multiple neural networks in parallel. The system ensured
that the computing speed of different processing devices did not affect the individual mem-
ber progression. For each proposed procedure, the inherited DE mutation, crossover and
selection schemes have replaced the hyperparameter exploitation and exploration method
used by PBT in order to generate better members. In order to selection which member
that gets to pass on their genome, fitness was measured in the F1 metric using a novel
function for assessing the predictive model performance on a subset of the training and
validation samples, named RFA (Algorithm 13).
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5.1.2 RQ1.1

The second research question, RQ1.1, main interest is the potential predictive performance
difference between the PBT procedure and any procedures that incorporate DE heuristics
into PBT. More specifically, in order to answer RQ1.1, four experiments were carried out
using the MNIST and Fashion-MNIST datasets and the MLP and LeNet-5 neural network
architectures. Each procedure were tested using an initial population of 30 members. The
obtained results were tested using the Welch’s ANOVA statistical significance test, followed
up with a Games-Howel post-hoc analysis in order to determine if the results obtained
from running the procedures are statistically and significantly differential. The test showed
that for all cases, there was a statistical significant difference between the PBT procedure
and at least one of the PBT-DE, PBT-SHADE or PBT-LSHADE procedures. Based of
these findings, more accurate observations could be made from the predictive performance
comparison analysis conducted in Section 4.3, and it was observed that for all tested
cases, the PBT procedure was outperformed by the PBT-DE, PBT-SHADE and PBT-
LSHADE procedures on the F1 score. Among the proposed procedures, PBT-SHADE
and PBT-LSHADE obtained the best results on average, and PBT-SHADE showed to
be most consistent. With the same budget, the PBT-LSHADE procedure managed to
increase the number of epochs to more than double the number of epochs performed by
the other procedures, given the reduction in time complexity by the linear population
decay. Moreover, the PBT-LSHADE procedure showed comparable results to the other
procedures with a smaller budget that allowed up to 10 000 steps. With more than 10 000
steps, the results obtained by the PBT-LSHADE procedure increased in F1 score and
accuracy, yet showed signs of overfitting as the procedure processed more of the same
samples in the training set. The findings suggest that the benefit of the PBT-LSHADE
procedure is given by its time complexity, and provides good balance between time and
predictive performance, especially for smaller budgets that consists of just a few processing
devices. All in all, based on the results obtained, we can with 99% certainty state that DE
heuristics have statistically and significantly improved upon the predictive performance of
the PBT procedure.

5.1.3 RQ1.2

The third and last research question regards how the number of members in the ini-
tial population, N , affect the predictive performance of the PBT procedure with DE
heuristics when compared to the original PBT procedure. In this case, the proposed
PBT-SHADE procedure was tested against the PBT procedure with a set of population
sizes, N ∼ {10, 20, 30, 40, 50, 60}. The results shown in Section 4.6 suggested that the
PBT-SHADE procedure benefit from higher population sizes, while the PBT procedure
gave inconclusive results that failed to determine whether it benefit from more members.
When comparing the two procedures, the results suggested that the PBT-SHADE proce-
dure outperformed the PBT procedure on all population sizes. The results also indicated
that the performance difference increased with larger population sizes. It is important to
note that population sizes did not exceed N = 60, and there is a possibility that larger
population sizes would have given more clarity or introduced different trends. However,
larger population sizes drastically increase the time complexity, so there is a point to be
made about the impracticability that comes with large population sizes. When the amount
of processing devices is equal the population size, time becomes a smaller issue, as the
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most demanding computation can be distributed among the devices for both the PBT and
PBT-SHADE procedure. Although, obtaining a large number of processing devices might
not be viable for smaller research teams.

5.2 Comparing to Other Methods

In literature, performances on the MNIST and Fashion-MNIST datasets for classification
are often reported in accuracy across different experimental setups. From Table 4.7, the
findings show that the best score obtained on the MNIST and Fashion-MNIST datasets
where 99.363% and 91.083% accuracy, respectively, on the LeNet-5 architecture with no
dataset augmentations other than normalization and zero-padding. Keep in mind, the
goal of this thesis was never to compete with the state of the art on image classification.
No extensive data augmentation techniques such as like scaling, rotation or other trans-
formations have been conducted, which have empirically demonstrated to improve results
considerably [30, 89, 216]. Furthermore, deeper and more complex network architectures
with more free parameters that require considerable more time to train [216] have not been
explored either. It is also important to mention that 10 000 of the existing 60 000 training
samples from both the MNIST and Fashion-MNIST dataset were reserved for validation,
something that is not necessary when model validation is not required. Regardless, here
are some of the recent results obtained on the MNIST and Fashion-MNIST datasets.

Lorenzo et al. [123] applied PSO to deep neural networks. PSO is already covered in
some detail in Section 2.2.5. The hyperparameter optimization algorithm is applied on the
SimpleNet-1 network architecture and obtains an accuracy of 98.92% using 16 particles
(i.e. population size) and 10-fold cross validation on the MNIST dataset. In addition, the
LeNet-4 network architecture was also tested, and the results show an accuracy of 99.34%
on the MNIST dataset using 10-fold cross validation.

Wu [206] propose a general neural network framework which they call ProdSumNet,
and demonstrates that good accuracy on the MNIST and Fashion-MNIST dataset can be
achieved with a small number of trainable parameters. The results are obtained by apply-
ing the ProdSumNet framework to a custom LeNet-5 implementation which uses ReLU
activation and dropout layers, and achieve a 99.34% accuracy on the MNIST dataset, and
a 92.5% accuracy on the Fashion-MNIST dataset.

Sun et al. [182] propose a method for learning approximations to nonlinear dynamical
systems using DNN (NeuPDE). The network architecture used approximates the forward
integration of a first-order in time differential equation similar to ResNet and ODENet.
When testing, no dataset augmentation was used other than normalization (similar to our
approach). The NeuPDE method achieves an accuracy of 99.49% on the MNIST dataset,
and an accuracy of 92.4% on the Fashion-MNIST dataset.

Ciregan et al. [30] propose a neural network architecture called Multi-column Deep
Neural Networks for Image Classification (MCDNN). The network is optimized using
Online Gradient Descent [24], and uses a learning rate decay schedule where the initial
learning rate start at 0.001 and is multiplied by 0.993 every epoch. In addition, training
samples are augmented with random translation by a maximum factor of 5% of the image
height and width. The results show that MCDNN achieves 99.77% accuracy on the MNIST
dataset.

Kabir et al. [89] propose SpinalNet – a neural network architecture that is heavily
inspired by the human somatosensory system in order to receive large data efficiently and
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to achieve better performance. The network architecture consists of an input row, an
intermediate row, and an output row. The intermediate row consists of multiple hidden
layers, where each layer receives a part of the input. Each layer except the input layer
receives the output from the preceding layer. Finally, the last layer, output layer, combines
the weighted outputs of the hidden neurons in the intermediate row. When combined
with VGG-5, SpinalNet achieves a accuracy of 99.72% on the MNIST dataset, and 94.68%
accuracy on the Fashion-MNIST accuracy. Both datasets are augmented with random
perspective and random rotation between 0 to 10 degrees.

Hirata and Takahashi [74] propose a neural network architecture which they call En-
sNet, which is composed using a CNN and multiple fully connected sub-networks. In the
model, last convolutional layer in the CNN distributes the feature maps it generates into
the disjoint subsets. Each subnet is trained independently in order to predict the class
label from the subset of assigned feature-maps. The output of the network is determines
by majority vote of the CNN and the sub-networks. EnsNet obtains 99.84% accuracy on
the MNIST dataset, and 95.30% accuracy on the Fashion-MNIST dataset.

Zhong et al. [216] propose a Random Erasing data augmentation method which dur-
ing training, randomly selects rectangle regions in images and changes its pixels with
random values. The data augmentation method is carried out in order to reduce over-
fitting as well as making the model more robust to occlusion. The method is tested with
the ResNet, Wide Residual Networks (WRN) and ResNeXt neural network architectures,
and obtains a maximum performance of 96.35% accuracy on the Fashion-MNIST dataset
with the WRN-28-10 architecture configuration. Harris et al. [68] propose a different data
augmentation method called FMix, which uses a binary mask obtained by using a thresh-
old of low frequency images sampled from Fourier space. The FMix method used with
the ResNet nerual network architecture achieves an accuracy of 96.36% on the Fashion-
MNIST dataset. Lastly, Jayasundara et al. [87] propose a data augmentation technique
which generates entirely new training samples from existing dataset samples. The new
samples attempts to maintain the same variation found in human handwriting by adding
random controlled noise. In addition, reconstruction is improved by combining several
loss functions. The technique demonstrates an accuracy of 99.71% on the MNIST dataset
and 93.71% on the Fashion-MNIST dataset, using the CapsNet [160] neural network ar-
chitecture.

Byerly et al. [23] propose a convolutional neural network architecture that extracts
features with different receptive fields and abstractions by allowing the network design to
branch out after certain convolutions. Each branch transforms the output filters into two
homogeneous vector capsules, referred to as filter capsules, which are merged later using
a special merge strategy. The training samples are augmented using random rotation,
random translation in both directions, random horizontal scaling and random erasure
similar to the approach proposed by Zhong et al. [216]. The network is trained for 300
epochs using the Adam [97] optimizer with a initial learning rate of 0.001, which is decayed
every epoch by a factor of 0.98. The results show an accuracy of 99.84% on the MNIST
dataset – the highest accuracy on MNIST that we were able to observe in literature.

5.3 Challenges and Limitations

In this section, different challenges and limitations are pointed out and discussed.
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5.3.1 Synchronous vs. Asynchronous

A lot of thought was given on how to carry out the comparative tests and analysis between
the PBT procedure and the proposed procedures. The problem was that training and
adaption in PBT is carried out individually by each member, while DE heuristics are
carried out generation-wise. Eventually, a decision was made to incorporate heuristics
with as few alterations as possible, seeing that other studies had faced similar issues [218].
This lead to PBT being implemented using the same distributed queuing system used by
the proposed procedures, leaving only the method that trains and adapts members up for
comparison. This allowed for fair and unbiased comparisons to be made on the procedures
across generations. In other words, it was ensured that the only difference between the
procedures was how new members were generated at each step. If PBT was implemented
purely asynchronously, other factors such as variance in processor computing speed could
have effected on the final outcome. For the sake of testing consistency and repeatability,
the processing devices should only affect the time it takes to run the procedures, not the
final result. Enforcing synchronization is not exclusive to this thesis; other PBT-related
studies [47, 218] have proposed synchronized variations of PBT, using approaches such as
a distributed queuing system similar to ours to efficiently carry out the operations on each
member.

5.3.2 Knowledge About the Hyperparameter Search Space

There is also some things to be said about the assumptions of how much knowledge
humans should have about the hyperparameter search space. Traditionally, humans have
performed hyperparameter tuning manually be sequentially adjusting the hyperparameter
configuration until when the result is determined to be good enough for the task at hand.
The manual, rule-of-thumb method, as well as semi-automatic methods such as grid search,
requires some form of pre-established knowledge about good hyperparameter ranges in the
search space. Even fully automatic hyperparameter optimization methods [17, 172, 116,
125, 145, 123, 84, 61] required some knowledge about where in the search space that good
hyperparameter values might reside. Methods that completely to remove the user from
the optimization process is few and far between [63].

In case of the PBT procedure and the proposed procedures, initial points are deter-
mined by sampling values from a uniform distribution within the range of lower and upper
boundaries which must be determined by the user. For all experiments, these boundaries
were selected based on initial testing and current knowledge about the hyperparameter
search space. When different ranges were tested, it was made clear how important it
was to select appropriate bounds for each hyperparameter type, suggesting that poorly
defined bounds will lead to worse predictive performance. Given the importance of these
parameters, it was ensured to explicitly specify the upper and lower boundaries for each
hyperparameter in this thesis so that each test is repeatable for future research.

5.3.3 Regulating Deep Networks

Although larger neural networks have demonstrated empirically to outperform human
performance on difficult tasks [112, 186], overfitting, i.e. high generalization error, still
remains as one of the fundamental issues of deep networks [161]. In order to prevent over-
fitting, the weight decay regularization technique was used when optimizing the network
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model in hope that the proposed procedures would be able to generate a good regular-
ization schedule (see Section 3.4.3). Based on the results, it seems that weight decay
might not have prevented overfitting entirely, something the was especially noticeable in
the results obtained by PBT-LSHADE.

There have been suggestions for other regularization techniques that attempt to reduce
the generalization error. A commonly used technique that is often included in machine
learning packages [146, 1] is early stopping, which is a procedure that monitors the evalu-
ation score and decides when it is time to stop the training process (preferably just before
any overfitting occurs). This technique was not used in order to ensure each procedure
was tested using up all the available budget.

Another common technique is to insert dropout layers in the network, which randomly
deactivates a sample of neurons in the network. The deactivation has two effects: (1)
from the point of a deactivated neuron, any activation of downstream neurons will be
temporarily disabled in the forward pass, and (2) the deactivated neuron will not receive
any weight update in the backward pass. However, dropout layers were not used in this
thesis as it was decided to not alter the pre-established neural network architectures.

Another regularization technique is to use data augmentation to reduce overfitting
[168] by increasing the number of training samples in order to accommodate for the in-
creased number of free trainable parameters provided by deeper networks. The only data
augmentation techniques used in this thesis were normalization and padding.

Although these techniques have shown to help reduce overfitting, Zhang et al. [212]
demonstrated that explicit regularization is not a solution for reducing generalization er-
ror, and by observing the hyperparameter trend results in Section 4.5, it is clear that each
tested procedure fails to find a good weight decay schedule. As of now, we might lack
control over how neural networks generalizes training samples, and tools such as regu-
larization techniques are still steps away from a perfect solutions that maintains perfect
balance between memorization and generalization.

5.4 Future Work

In this section, some recommendations for future research are made on the topic.

5.4.1 Asynchronous Implementation

A synchronized generation loop may not be the best solution in terms of time complexity
for future work that may investigate tuning of hyperparameters related to the neural
network architecture (e.g. number of hidden layers). For such cases, an asynchronous
optimization loop may be more appropriate, but this needs to be researched as there could
be multiple ways to implement asynchronous operations for PBT with DE heuristics. This
would also inherently impose modification on DE operations, which traditionally assume
an iterative and synchronized procedure loop.

5.4.2 Network Sharing

In the PBT procedure, one of the key operations exploitation is the sharing of partially
trained neural network models, i.e. model transfer among members in the population. So
far, few network sharing strategies based of PBT have been proposed. Stepleton et al.
[175] proposed an adapted PBT procedure which leaves the hyperparameters unchanged
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throughout the process. Instead, each set of network weights is allowed to ”jump” between
members while the hyperparameters remain in place, allowing hyperparameter schedules to
adapt implicitly. On the other hand, Van Moere [195] showed that for smaller datasets like
MNIST, weight copying may have a negative impact on the final accuracy, and concludes
that PBT may not even perform better than random search [17] on datasets of similar
size.

In this thesis, none of the proposed procedures implement network weight sharing.
Early on when developing the procedures, a similar network sharing strategy to the one
initially proposed was attempted by allowing the pbest member to share its modelMpbest

with the other members. The results of the initial testing of PBT-DE and PBT-SHADE
with network sharing indicated worse predictive performance when compared to the same
procedures without network sharing. Based on these early observations, it was concluded
that the implementation of network sharing did not benefit the predictive performance of
the final procedures, and that bad performance may have been caused by less diversity in
the member models, as more members became increasingly more similar. Less diversity
may tip off the balance between exploitation and exploration, making the procedures cover
less regions in the solution space Θ that could end up leading to a good model θ. However,
it is not clear how network sharing should be implemented for PBT with DE heuristics,
and we would like to encourage future studies to investigate potential network sharing
strategies.

5.4.3 Comparative Study

The results and analysis from Chapter 4 serve as comparative measures between the
original PBT procedure and the proposed procedures. Therefore, there is a need for a
complete comparative study between the proposed procedures and the state-of-the-art on
different application-based benchmarks in a controlled testing environment. The reason
for why a controlled comparative study is recommended is based on the challenging and
problematic aspects about making appropriate comparisons between different methods in
machine learning. Based on observation, research articles may sometimes leave out critical
implementation details on how the datasets are sampled, how the samples are augmented
and how the learning algorithms are implemented. There is also great variety in research
trends, techniques and challenges [214].

In order to compete against state-of-the-art methods, some recommendations will be
suggested. Based on existing literature as the ones mentioned in Section 5.2, it is clear
that combinations of different data augmentation techniques as well as using more complex
learning algorithms are commonly used approaches when testing methods against the
state-of-the-art [112, 186, 168]. Data augmentation seems to be especially important for
deeper neural networks [168]. Future work should also test whether the procedures are
able to successfully optimize network-specific parameters such as the number of hidden
layers, or regularization techniques such as the probability in dropout layers.
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Conclusions

This thesis has investigated three research problems. First (RQ1), how to improve upon
the initial PBT procedure by incorporating DE heuristics in order to improve exploration
of new hyperparameters. Second (RQ1.1), determine the performance difference between
the PBT procedure and the proposed procedures that implements DE heuristics, and third
(RQ1.2), find out how PBT and the proposed procedures scale with different population
sizes.

Three novel approaches for training and adapting multiple neural networks in parallel
based of the PBT method and incorporated with DE heuristics, were proposed in order
to answer RQ1. The first procedure proposed, named PBT-DE, is based of the initial DE
algorithm. The other proposed procedures were named PBT-SHADE and PBT-LSHADE,
and are inspired by adaptive DE extensions called SHADE and L-SHADE, respectively. In
addition, a distributed queuing system was designed specifically for this task, and allowed
for training and adapting each member in the population in parallel while keeping them
synchronized between each generation.

Four experiments were carried out using the MNIST and Fashion-MNIST datasets
and the MLP and the LeNet-5 neural network architectures in order to answer RQ1.1.
Each experiment was carried out in the setting where all procedures are processed using
a synchronized generation loop enclosing an asynchronous parallel training and adaption
loop. The result data was reported in three metrics: the CCE score, F1 score and accu-
racy, where the F1 score was used primarily for assessing the performance. The findings
demonstrated that the proposed procedures outperformed the PBT procedure in all ex-
periments with an initial population of 30 members. Of the proposed procedures, the
PBT-LSHADE procedure demonstrated the overall best scores, but the PBT-SHADE
procedure displayed competitive scores with greater consistency. The highest registered
scores were obtained by PBT-LSHADE, achieving an accuracy of 99.363% and 91.083%
on the MNIST and Fashion-MNIST datasets, respectively, using the LeNet-5 architecture
with no dataset augmentations other than normalization and zero-padding.

The PBT and PBT-SHADE procedure was tested using a range of additional popu-
lation sizes, (10, 20, 30, 40, 50, 60), on the Fashion-MNIST dataset using the LeNet-5 neu-
ral network architecture, in order to answer RQ1.2. The results demonstrate that the
PBT-SHADE procedure scales better with larger population sizes compared to the PBT
procedure, although additional testing of larger population sizes is suggested in order to
obtain the full picture.

While the results in Chapter 4 are promising, the experiments were evidently carried
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out using a distributed queuing system that is not present in the original implementa-
tion of PBT. The decision has been thoroughly discussed in Chapter 5, and is based of
the challenge of keeping fair comparison while promoting unbiased incorporation of DE
heuristics without major modification. Therefore, it is still unknown how PBT with DE
heuristics will perform in a truly asynchronous environment, and it is recommended that
future work should investigate this further.

The promising results are achieved without using any model transfer between partially
trained members. A similar network sharing strategy as the one suggested by PBT was
initially attempted for both PBT-DE and PBT-SHADE, but both versions demonstrated
poor predictive performance when compared to the same procedures without network
sharing. There may still exist a better way to share network states between members, so
future work in this area is highly recommended.

The successful improvements made to PBT means there could exist other modifications
that may improve the procedure even further. Current findings are limited to image
classification on the relatively old MNIST dataset. Therefore, future research is highly
encouraged for more recent, real-life tasks that span different domain-based applications.
Especially using larger and more complex neural networks, as well as more advanced data
augmentations techniques. More advanced DE extensions should also be considered.
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