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Abstract The Internet of Things (IoT) refers to the collection of all those devices that could con-

nect to the Internet to collect and share data. The introduction of varied devices continues to grow

tremendously, posing new privacy and security risks—the proliferation of Internet connections and

the advent of new technologies such as the IoT. Various and sophisticated intrusions are driving the

IoT paradigm into computer networks. Companies are increasing their investment in research to

improve the detection of these attacks. By comparing the highest rates of accuracy, institutions

are picking intelligent procedures for testing and verification. The adoption of IoT in the different

sectors, including health, has also continued to increase in recent times. Where the IoT applications

became well known for technology researchers and developers. Unfortunately, the striking chal-

lenge of IoT is the privacy and security issues resulting from the energy limitations and scalability

of IoT devices. Therefore, how to improve the security and privacy challenges of IoT remains an

important problem in the computer security field. This paper proposes a machine learning-based

intrusion detection system (ML-IDS) for detecting IoT network attacks. The primary objective

of this research focuses on applying ML-supervised algorithm-based IDS for IoT. In the first stage

of this research methodology, feature scaling was done using the Minimum-maximum (min–max)

concept of normalization on the UNSW-NB15 dataset to limit information leakage on the test data.

This dataset is a mixture of contemporary attacks and normal activities of network traffic grouped

into nine different attack types. In the next stage, dimensionality reduction was performed with

Principal Component Analysis (PCA). Lastly, six proposed machine learning models were used

for the analysis. The experimental results of our findings were evaluated in terms of validation data-
o (M.
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set, accuracy, the area under the curve, recall, F1, precision, kappa, and Mathew correlation coef-

ficient (MCC). The findings were also benchmarked with the existing works, and our results were

competitive with an accuracy of 99.9% and MCC of 99.97%.

� 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

The Internet of Things (IoT) is a joint network of intercon-

nected devices; these devices can decide without any human
interventions. The advancement of various technology fields,
like automatic identification, sensors, tracking, wireless com-
munications, embedded computing, distributed services, and

5G networks, has increased the possibility of utilizing
advanced objects in our daily activities via the Internet [1].
The IoT is defined by the intersection of the Internet and intel-

ligent objects capable of communication and interaction. This
new paradigm has been identified as a key player in the ICT
business in the coming years [2]. In the IoT, a thing can be any-

thing on the planet: a person with a blood pressure monitor
implant, a car equipped with sensors that alert the driver when
the tire pressure is low, a farm animal with a transponder, or

any object that can be given an IP address and the ability to
transfer data over a network [3]. According to Cisco, it is sta-
ted that by 2020, about 50 billion devices will be connected to
the Internet [4]. Cisco Systems forecasted that the Internet of

Things would generate $ 14.4 trillion in income and cost sav-
ings for businesses between 2013 and 2022 [5,6,7,8]. These con-
nected devices – dubbed the IoT holds a lot of promise for

improving social and corporate life as well as market develop-
ment, increased accessibility necessitates the use of stronger
security precautions [9]. The main reason for the network’s

poor performance is that it consumes a lot of energy due to
its low battery capacity. As a result, reducing energy consump-
tion is a critical requirement for achieving quality of service
(QoS) in the IoT context. IoT devices could be healthcare

devices, wearables, industrial robots, smart televisions, smart
city infrastructures that can be monitored remotely. There
are many interesting applications of IoT. Even if the IoT seems

to be a more industrial phrase, about 87 percent of individuals
still do not comprehend what it means [10].

There are two basic explanations for the majority of secu-

rity problems and broad privacy concerns. The first is that
IoT objects are constrained in terms of memory capacity,
energy consumption [11], and processing capability [12].

Because of these limitations, traditional Internet approaches
like the Advanced Encryption Standard (AES) and RSA [13]
may be difficult to implement directly in the IoT [14]. End-
to-end secure communications in rich-resource items like

tablets, phones, and laptops, for example, can be achieved at
the transport layer via Transport Layer Security (TLS) or at
the network layer via Internet Protocol Security (IPsec). How-

ever, these approaches cannot be directly applied in limited-
resource objects, and their absence could lead to eavesdrop-
ping, network side-channel attacks, and tracking, among other

security and privacy threats. As a result, incorporating
machine learning-based intrusion detection into the IoT para-
digm is critical to combat these assaults while still meeting IoT

criteria. The IoT is becoming more pervasive in our daily lives,
connecting physical things to e-services. That is to say; the IoT
is the engine that powers home automation, advanced manu-
facturing, modern health, and smart cities. Current technolog-

ical advancements are propelling the creation of a connected
knowledge-based society; our economies, communities,
government machinery [15], and Critical National Infrastruc-

ture (CNI). Smart homes, intelligent transportation, health
care, smart cities, and smart grids are all significantly reliant
on IoT devices and smart technologies. While CNI concepts

facilitate daily tasks, their reliance on IoT and ICT appliances
introduces significant safety threats. Security with a high
degree of severity attacks against CNI ideas, such as spoofing,
data escape, denial of service, energy bleed, unsecure gateways,

etc., are directed at sensitive information, can impair the avail-
ability of systems and energy supplies, resulting in system
blackouts and other widespread and long-lasting harm. These

security concerns may have a significant impact on the opera-
tion of services. For example, mass transit networks can be
aimed to cause havoc all through peak travel time frames,

attacks on power grids can result in massive energy waste
and a possible system blackout, and thus require urgent atten-
tion [11]. Attack detection in IoT is fundamentally different

than in the past due to the unique requirements for services
of IoT that a central cloud cannot meet: resource constraint,
distribution, low latency, mobility, and scalability, to name a
few [16]. This implies that neither cloud-based nor stand-

alone threat discovery technologies are enough to address
the IoT’s security issues. As a result, an intrusion detection sys-
tem should be examined to bridge the gap [17]. It is becoming

increasingly necessary to do continuous research in the intru-
sion detection domain in IoT networks. In terms of network
security and more specifically in spotting intrusions, a key

worry emerges as a result of the adoption of the IP protocol
in version 6 (IPv6) because there is a link to the IoT IPv6 pro-
tocol [18]. This convergence of IPv6 and the IoT paradigm
enables unrestricted Internet connectivity for a wide variety

of products, including microwaves, blenders, clothes [19], cog-
nitive buildings [20], and wearable gadgets [21]. Among other
things, this makes network security a current issue, necessitat-

ing the development of IoT-specific intrusion detection
algorithms.

Numerous studies have been conducted to control the opti-

mal settings and consequences for intrusion detection in IoT
environments [22,10]. The authors [23] demonstrate that detec-
tion is a critical activity since it identifies aberrant data within

an assumed data collection. Diro et al., [24] conducted exper-
iments on intrusion detection in computer networks using
three (3) original datasets, namely KDDCUP ‘99, NSL-
KDD, and ISCX. They suggested a distributed deep-learning

system for detecting IoT/fog network attacks, and their studies
have shown that artificial intelligence may be successfully
applied to cybersecurity goals. Additionally, the authors

devised and implemented an attack detection system in a dis-
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persed system for IoT applications in smart cities. Using the
ECDSA method, the authors [25] offer a key exchange proto-
col for cluster-based wireless sensor networks in an IoT envi-

ronment that improves the probability of key exchange
between sensor nodes and CH. It increases key management
performance in terms of key sharing, but the computational

complexity is substantially raised by the rekeying procedure.
The study [26] suggested a hash key-based key management
mechanism for cluster-based wireless sensor networks that

employs random key pre-distribution for WSN in IoT. Three
performance indicators were used in the study: packet loss
rate, energy usage, and latency. Although the effort enhances
performance by establishing a secure link for one-hop and

multi-hop communication, the network’s cluster heads are
not movable. In 6LoWPAN and IEEE 802.15.4, the research-
ers [27] provided a system for detecting denial of service

threats. For simulation, it is tested and built using the Ebbits
network adapter platform and Contiki OS. The security man-
ager component of Ebbits includes a DoS protection manager.

It collects intrusion detection warnings via a network-based
intrusion detection system built on Suricata, an open source
intrusion detection system.

Previous research looked at solutions from the standpoints
of IoT security threats and practices, as well as different
machine learning algorithms, datasets, and implementation
tools. Additionally, some have always focused on encryption

and cryptography methods [28], which are dependent on key
management techniques. Because keys are shared between sen-
sor nodes, there are still key management difficulties in

encrypted solutions [29]. Many key management systems [30]
are probabilistic when it comes to key sharing in a clustered
environment. A probabilistic key management method cannot

guarantee that two nodes in separate clusters will be able to
establish a shared key; if some of the neighbor nodes are
unable to do so, they will be unable to participate in the net-

work. Furthermore, because the same key is used by multiple
nodes, the network is at higher risk if any of them is compro-
mised. Hence, we proposed an ML-based IDS for detecting
IoT network attacks. As a result, communication overhead is

reduced, and there is no need for a foreign key among
Cluster-Head (CH) and Cluster-Node (CN) for secret commu-
nication whenever the cluster node transfers to a new region.

We investigate an ML-based IDS because ML-based models
work well in enhancing scalability and minimizing energy
consumption.

IoT devices are anticipated to develop more predominant
than smartphones and have access to the most up-to-date com-
plex information such as confidential information [31]. As a
result, the number of attacks will increase, and the attack pre-

dictor variables will increase [32]. Another major challenge of
IoT in the health care industry will be to provide network
safety concerning possible attacks in health care systems [33].

IDS is a technology established to address network security.
As a result of IoT applications’ important application in our
lives, it is important to advance IoT machine learning-based

IDS capable of attacks detection.
The IoT is a novel cohort of IT, which is presently a hot

topic of research for organizations, citizens, and governments

around the world, with is security issues gaining more consid-
eration [34]. IDS technology is a significant technique to safe-
guard the network’s security, which is presently a popular
topic in IoT security [35]. Hence, this paper aims to present
IDS-based machine learning algorithms for detecting IoT
attacks. The central contributions of this research are as
follows.

� To use the Minimum-Maximum (Min-Max) normalization
technique to ensure that all the feature values are on the

same scale.
� To adopt PCA for dimensionality reduction to transform
the data into principal components.

� To design and implement IDS that satisfy IoT protocol
requirements with the UNSWNB-15 dataset as against
dataset that suffers from numerous issues obtained in a con-
ventional network.

� To develop several lightweight IDS models for IoT net-
works that are efficient.

� To compare the performance of the proposed models with

existing techniques.

This paper is organized as follows. Section 2 discusses the

related work. Section 3 presents the proposed methodology.
Section 4 reports the results and discussion. Section 5 con-
cludes the paper.

2. Related work

In this section, the past studies of IDS in IoT are presented.

Diro et al. [24] proposed a distributed deep learning-based
IoT attack detection system. The results of their work gave
96% accuracy. Hoda et al. [36] propose an IDS with low-
capacity devices for IoT applications. The experimental results

of their work achieved 99.4% for Denial of Service. The infor-
mation of the dataset used for the analysis was not provided.
The study of [37] utilized the NSL-KDD dataset with the deep

learning (DL) method in cybersecurity. This work used a self-
taught DL approach in which sparse-auto encoders were used
to perform unsupervised feature learning on training data. The

learned characteristics were used to classify the labeled test
dataset into attack and normal. The authors evaluated perfor-
mance using the n-fold cross-validation methodology, and the

obtained result seemed to be reasonable. Two recent publica-
tions can also be referred to that focus on applying ML
approaches to issues with security in IoT architectures using
the KDD99 dataset.

Bostani and Sheikhan [38] introduced an altered K-means
strategy for shrinking the training dataset and balancing the
data used to train ELMs and SVMs. The experimental findings

of the proposed model gave 96.02% percent accuracy and a
5.92 percent false alarm rate. The clustering with self-
Organized Ant Colony Networks (CSOACN) was used to cat-

egorize network traffic as benign or usual traffic.
The authors [24] described attack detection using a fog-to-

things design. The authors conducted a comparison between a
shallow and a deep neural network utilizing a free online

dataset.
The fundamental objective of this effort was to spot four

distinct types of attack and abnormality. The system achieved

98.27 percent accuracy with a DNN model and 96.75 percent
accuracy with a shallow NN model. According to the authors
[38], the wireless sensor networks and Internet, respectively,

IoT’s primary units, are insecure, making the IoT suffer from
various assaults. The same researchers suggest a new architec-
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ture for real-time-based intrusion detection, consisting of the
anomaly-based intrusion detection components and require-
ments for spotting two types of routing assaults referred to

as selective and collectors routing assaults in the IoT. When
the selective attack and collector attack were conducted con-
currently, the suggested hybrid real-time technique produced

a true-positive of 76.19% and a false positive of 5.92%.
Anthi et al., [11] proposed an IoT-based intrusion detection

system. The authors successfully used several machine learning

models to recognize network monitoring probing and simple
kinds of DoS attacks for this purpose. The data set is gener-
ated by capturing network traffic for four (4) successive days
with the software known as Wireshark. Weka was utilized to

apply machine learning classifiers.
The study [39] proposed an intrusion detection model that

uses a two-dimension reduction and classification module with

two tiers. Additionally, this model was created to detect mali-
cious behavior such as R2L and U2R attacks. The PCA and
LDA were employed to decrease the dimensions. The entire

experiment was conducted using the NSL-KDD dataset. NB
and the Certainty Factor version of K-NN were used in the
two-tier classification module to detect suspicious activities.

Kozik et al., [40] demonstrated a cloud-based classification-
based threat detection solution. In this paper, an ELM scaled
in the Apache Spark cloud infrastructure is used to analyze
simulated Netflow structured data. The authors in [41] pro-

posed different emerging technologies for the treatment, study,
and investigation of victims with Covid-19. The result of their
findings showed that technologies like Big Data, AI, and IoT

would be essential for the treatment of sick-person with
Covid-19. The work in [42] proposes a platform based on the
IoT to identify and monitor Covid-19 occurrence. They used

ML algorithms SVM, Decision Stump, K-NN, NN, Decision
Table, NB, ZeroR, and OneR. The experimental results of
their findings revealed that five (5) of these classification algo-

rithms gave an accuracy of more than 90%. The study in [43]
proposed a platform for healthcare professionals in the Covid-
19 epidemic by utilizing artificial intelligence and the Internet
of things. The authors found out that the challenges faced

by health care workers can be reduced with the adoption of
IoT. Table 1 depicts existing methods for IoT attacks classifi-
cation using different ML strategies.

The majority of research in the literature focused on poten-
tial solutions from the perspectives of IoT standards and tech-
nologies, architecture types, IoT security threats, and

practices, dissimilar machine learning approaches, datasets,
and tools for implementation.

Unlike the previous efforts, in this paper, we study IDS
approaches for resource-constrained devices in the network.

The distinction is that the technique will perform feature scal-
ing with the min–max method and do classification indepen-
dently using its chosen features, which are chosen by PCA.

Table 1 explains and summarizes the existing methods. The
majority of the classifiers use ELM, K-means, LDA, and
SVM algorithms for feature selection, as shown in the table.

The majority of existing studies utilize the NSLKDD and
KDDCUP99 datasets to conduct experiments. It is an older
dataset in terms of identifying R2L, DoS, probing, and U2R

assaults, whereas the UNSW-NB15 dataset, which is the most
recent and captures a wireless network in terms of detecting
exploits, DoS, generic, fuzzers, reconnaissance, backdoors,
and worms, will be used for this research.
2.1. Motivation of the present work

The IoT is the driving force behind home automation,
improved manufacturing, modern healthcare, and smart cities.
Our businesses, communities, government machinery, and

Critical National Infrastructure are all being pushed toward
the formation of a linked knowledge-based society by CNI.
IoT devices and smart technologies are critical in smart homes,
intelligent transportation, health care, smart cities, and smart

grids. In the sphere of IoT, anomaly and attack detection in
the IoT ecosystem is a growing concern. Threats and attacks
against IoT infrastructure are increasing in lockstep with the

increasing utilization of IoT infrastructure across all domains.
Thousands of assaults are known to emerge regularly as a
result of the addition of multiple protocols, primarily from

IoT. The majority of these assaults are minor variations of pre-
viously identified cyberattacks. This shows that even advanced
techniques like cryptography have a hard time identifying even

tiny mutations of threats with time. The success of ML in
numerous big data sectors has sparked interest in cybersecu-
rity. Because of improvements in CPU characteristics, the
application of ML has been practicable. In this research, we

have adopted the Min-max approach for feature scaling and
PCA for FS. However, there are other feature scaling methods
such as the z-score technique, and FS like LDA. The z-score

technique necessitates the knowledge of the standard devia-
tion, which isn’t always possible while the LDA is sensitive
to outliers. As a result, we decided to employ Min-max in

the first phase and PCA in the second.

3. Proposed model

This section discusses the proposed IDS for detecting IoT
applications attacks. The data generated from a smartphone
and sensors are uploaded to the cloud. The data in the cloud
is not safe as this data is vulnerable to attack. The attack

can be launched directly on the cloud or via transmission.
The dataset employed in this research is the UNSW-NB15
dataset [46]. This dataset contains up-to-date attack types

and was released recently [47]. In the first stage of this research
methodology, feature scaling was done using the min–max
concept of normalization on the UNSWNB15 dataset to limit

information leakage on the test data. In the next stage, dimen-
sionality reduction was performed with PCA. Data preprocess-
ing was the first analysis performed after the acquisition and

loading of the dataset. Data preprocessing is very vital as it
helps in eliminating outliers and removing redundant attri-
butes. The Normalization method with the Min-max technique
was used for data preprocessing. The output of the min–max is

fed into the feature selection algorithm known as PCA. The
PCA selected ten (10) important components out of the
forty-nine attributes in the dataset. The reduced dataset is then

trained by the XGBoost, CatBoost, KNN, SVM, QDA, and
NB classifiers. The architecture of our proposed model is
shown in Fig. 1.

3.1. Data preprocessing

Data preprocessing can be seen as a significant task in the ML

field as it helps to eliminate defects in the dataset [48]. This is
the first stage of the proposed methodology. It is projected to



Table 1 Existing methods for IoT attacks classification.

Research

Paper

Year Methodology Results Limitations

Niyaz et al.,

[37]

2015 Self-taught DL Sparse auto-encoder STL: F-measure = 98.84%;

SMR: F-measure = 96.79%

The dataset used was obtained in a

traditional network setting and not

suitable for IoT protocols.

Hodo et al.,

[36]

2016 ANN 99.4% accuracy No information on the dataset used.

Bostani and

Sheikhan [38]

2016 K-means with ELMs and SVMs 96.02% accuracy, 76.19% of

TP rate, and 5.92 false rate

Low TP rate and high false alarm rate

Pajouh [44] 2016 Self-organized ant colony networks Accuracy = 99.79 for DoS

attack and accuracy = 98.55

for Probe attack

The dataset used does not reflect present-

day attacks

Diro and N.

Chilamkurti.,

[24]

2017 DNN and shallow NN models Shallow NN = 96.75%

accuracy; DNN = 98.27%

accuracy

NSLKDD dataset was used which does

not reflect present-day attacks

Anthi et al.,

[11]

2018 NB Recall = 97.7%

Precision = 97.7% and F-

measure = 97.7%

The features of the dataset generated does

not represent network behavior in a

diverse environment.

Kozik et al.,

[40]

2018 ELM 83% accuracy High training time

Pajouh et al.,

[39]

2019 LDA for dimensionality reduction with

NB and CF-KNN for classification of

network traffic

Accuracy = 84.82% and false

alarm rate = 5.56

Low detection accuracy and high FP rate

Chen et al.,

[45]

2020 Decision tree Accuracy = 99.98,

precision = 97.38,

recall = 97.39, F1 = 99.98

High training time to train the models
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change the raw network IoT attack data to a format that is
effective to use for further analysis [49].

3.1.1. Normalization

Normalization is a feature scaling technique in which the aim
is to have all the values of the attributes on the same scale.

There are various normalization methods, including
Fig. 1 Proposed mo
standardized moment, z-score normalization, and min–max
normalization [50]. We used the min–max normalization tech-

nique in this paper.

3.1.2. Min-max normalization technique

According to [51] attributes are normalized in the range [0,1]

based on the equation.
del Architecture.
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ZNorm ¼ Z�minðxÞ=maxðzÞ �minðzÞ ð1Þ
Here, min (z) and max (z) are the minimum, and the max-

imum values of the attribute Z. The original and the normal-

ized value of the feature, Z, are indicated by Z and ZNorm,

respectively.

3.2. Feature selection

The process of choosing features is referred to as feature selec-
tion [52] that contributes most to the prediction variable and
reduces the training time and prevents computational com-

plexity [53]. The feature selection technique is a dimensionality
reduction approach that can be used to remove irrelevant attri-
butes [54] in high dimensional data such as IDS data. The fea-

tures contain information about the target, more feature
means more information and better discriminative power
[55]. However, this may not always hold that having more fea-

tures does not mean more classification power. We used PCA
for feature selection in this study.

3.2.1. Principal component analysis

The PCA is an extensively used unsupervised method for fea-
ture selection [56] and the oldest technique in multivariate sta-
tistical analysis [57]. The reason for utilizing PCA is to reduce

the dimensionality by keeping the significant attributes infor-
mation in the dataset [58]. It reduces the variable count using
the orthogonal linear combinations with the significant vari-
ance [59]. PCA also selects the best important subset of the fea-

tures in the dataset for classification [60]. In this paper, we use
PCA to compress the attribute space where ten (10) compo-
nents are selected to lower the dimensionality of the UNSW-

NB15 dataset. The y1 principal component is the linear mix-
ture [61] of the main attributes with the maximum difference.
The values of the first constituent are shown as equation (2):.

Y1 ¼ Lb1 ð2Þ
M is the samples number, L is the matrix of observation

with a mean of zero, and b1 is the vector with the greatest vari-
ance (y), as expressed in equation (2);.

1=my1
1y1 ¼ 1=mb1

0U0Ua1 ¼ b1Kb1 ð3Þ
K is the covariances and variances matrix after the observa-

tions. To find solution of the equation (3), constraint b1 b1 = 1
must be recognized utilizing Lagrange multiplier idea.

Z ¼ b1Kb� vðb1b1 � 1Þ ð4Þ
Maximizing Equation 4 entails deriving it in terms of its

constituents b1 until zero:.

@Z=@b1 ¼ 2Db1 � 2vb1 ¼ 0 ð5Þ
The equation (5) gives in Db1 = vb1, where b is an eigen-

vector of D, and v is the eigenvalue.

3.3. Extreme gradient boosting

Xgboost is one of the recently introduced ensemble machine-
learning algorithms [62], highly effective tree boosting that
has been used to generate state-of-the-art results in different

applications. Xgboost uses the idea of ensembles of the tree
to execute feature selection to select the feature importance
[63]. The feature importance selected by the Xgboost in this
paper is shown in Fig. 2.
3.4. Cat Boost

The Cat boost algorithm is a powerful machine learning tech-
nique that has been used to generate outstanding results in var-
ious applications [64]. Though, Cat Boost is developed to

handle categorical features. However, it can still handle contin-
uous or numerical attributes [65]. Cat boost model is a special
feature that is added to the gradient-boosting decision tree
algorithm [66]. The cat boost pseudocode can be shown in

Table 2.

3.5. K Nearest neighbor

The KNN is one of the simplest classifiers in machine learning.
The k-NN approach constructs a model of the target function
from all labeled training cases. K-NN method to classification

is completely non-parametric [67,68] and a method for classify-
ing objects based on the nearest training samples in the feature
space using instance-based learning. The K-NN technique has

the advantage of being an analytically tractable classifier for an
IDS. The Euclidean distance [69] is given as.

dðX;ZÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

I¼1
ðZi� XiÞ2

r
ð6Þ

In this paper, the KNN was used for the classification of the
ten components attributes selected by PCA. The calibration

plot of KNN is shown in Fig. 3.

3.6. Support vector Machine

The SVM is a prevalent, general and useful classification algo-

rithm that can handle binary classification issues [70]. In the
SVM classification algorithm, a hyper-plane is used to distin-
guish the positive class variable from the negative class vari-

able using the structural risk minimization value [71]. SVM
gives good generalization power, robust against local minima,
and is represented by small parameters [72]. The feature impor-

tance selected by the SVM in this paper is shown in Fig. 4.

3.7. Quadratic discriminant analysis

Quadratic discriminant analysis (QDA) is the next-generation
classifier in the family of discriminant analysis. QDA gives bet-
ter results analysis than LDA [73]. It divides observation using
the idea of a quadratic function [74]. In this paper, the QDA

was used for the classification of the ten components attributes
selected by PCA. The calibration plot of QDA in the analysis
is shown in Fig. 5.

4. €

4.1. Naı̈ve Bayes

NB is a simple extremely scalable [75] classifier that is

grounded on the Bayes Theorem [76]. NB is used to predict
the probability of a class belonging to either normal or attack
classes [77]. It operates easily in training and classification

phases. NB assumes that all attributes in the vector are simi-
larly independent and important [78]. In this paper, the NB
was used for the classification of the ten components attributes



Fig. 2 Xgboost feature importance.

Table 2 Cat Boost Algorithm.

1: Input: Yi;Zif g n
i=1, J

2: Output: r� [1, u]

3: Mj � 0 for L = 1. . .u;

4: For r � 1 to J do

5: For l � 1 to u do

6: Tl � sl – M (j) �1 (Yj);

7: For L � 1 to u do

8: k M � Learning model ((x, t), r (1) � l);

9: Ml � Ml + k M;

10: Return Mu
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selected by PCA. The calibration plot of NB in the experimen-
tal analysis is shown in Fig. 6.

5. Results and discussion

The experimental analysis findings were reported and dis-
cussed in this section. This paper adopted the UNSW-NB15.

The UNSW-NB15 was formed by using IXIA perfect tool to
extract a mixture of contemporary attacks and normal activi-
ties of network traffic [47]. The attacks of UNSW-NB15 were

grouped into nine different attack types. They are Analysis,
Backdoor, DoS, Exploit, Generic, Reconnaissance, Fuzzers,
Shellcode, and Worm. The dataset was split into two, where

75% of the dataset was used for training the model, and
25% was used for testing the model.

5.1. Performance measure

The performance of the model was evaluated in terms of the
accuracy, area under the curve, recall, precision, F1, kappa,
and Mathew Correlation Coefficient. The experimental results

of our findings of the proposed models are presented in
Table 3.

To corroborate the results of our findings, the decision

boundary of each of the models was also generated. The deci-
sion boundary gives meaningful insight into how each of the
models has studied the task. The decision boundary of

XgBoost gives insight into how XgBoost studies the classifica-
tion task, as demonstrated in Fig. 7.

The decision boundary of KNN gives insight into how

KNN studies the classification task, as demonstrated in Fig. 8.
The decision boundary of SVM gives insight into how SVM

studies the classification task, as demonstrated in Fig. 9.
The decision boundary of QDA gives insight into how

QDA studies the classification task, as demonstrated in
Fig. 10.

The decision boundary of NB gives insight into how NB

studies the classification task as demonstrated in Fig. 11.
In addition, the results of our findings were compared

against recent studies that applied IDS to IoT. Rathore and
Park [79] proposed a semi-supervised machine learning tech-
nique for IoT. The experimental analysis of their work was
done on NSL-KDD. The dataset used in their work suffers

from numerous issues, according to the authors in [80]. We
think that this dataset should not be adopted for IoT as it
was obtained from a conventional network [32]. The majority

of datasets utilized in previous papers lack real-world features.
This is why the majority of anomalous intrusion detection sys-
tems in IoT are unsuitable for use in a production environ-

ment. Additionally, they are incapable of adjusting to the
continual changes in network architecture. This necessitates
us to implement IDS that satisfied IoT protocol requirements

like the Wireless low-power personal area network. Therefore,
IDS that is made for the IoT environment should work under
high-speed settings, big data capacity, low power consump-
tion, and processing. The authors in [81] also adopted the

NSL-KDD dataset. This same dataset limitation was the
major problem in their work. The work in [82] suffers in terms
of accuracy and dataset used for the experimental analysis,



Fig. 3 Calibration plot of KNN.

Fig. 4 Feature Importance Selected by SVM.
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which does not reflect contemporary attacks and is not a good

fit for the IoT environment. The study in [34] also adopted a
dataset that is of a lower standard to NSLKDD. The main
issues in their work were the dataset employed for analysis
Fig. 5 Calibration
and low accuracy. The authors in [84]-[88] evaluated the per-

formances of their models in terms of accuracy, precision,
and F1 without considering the MCC. However, we extend
the performance metrics in our proposed study by introducing
plot of QDA.



Fig. 6 Calibration plot of NB.

Table 3 Performance measures of the proposed model.

Classifiers Accuracy AUC Recall Precision F1 Kappa MCC Training Time

PCA-XGBoost 99.99 1.00 99.99 1.00 1.00 99.97 99.97 0.7094

PCA-Cat Boost 99.99 1.00 99.99 1.00 99.99 99.97 99.97 18.090

PCA-KNN 99.98 1.00 99.98 1.00 99.99 99.96 99.96 0.0930

PCA-SVM 99.98 0.00 99.98 1.00 99.99 99.96 99.96 0.0322

PCA-QDA 99.97 1.00 99.97 99.99 99.98 99.94 99.94 0.1142

PCA-NB 97.14 99.77 99.2 96.72 97.94 93.28 93.41 0.0102

Fig. 7 Decision Boundary of XgBoost.

Fig. 8 Decision Boundary of KNN.
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Fig. 9 Decision Boundary of SVM.

Fig. 10 Decision Boundary of QDA.
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the MCC. Our Proposed methods outperformed all reported

studies, as shown in Table 4 in terms of validation dataset,
accuracy, precision, F1 score, and MCC.

The accuracy of our proposed method PCA-XgBoost gave

the highest accuracy as revealed in Table 3 and Fig. 12 in terms
of accuracy, precision, F1, and MCC than all other proposed
methods. The PCA-Cat Boost also outperformed other pro-

posed methods with an accuracy of 99.99, precision of 1, F1
of 99.99, and MCC of 99.97.
Fig. 11 Decision B
From Fig. 12, we observed that the PCA-KNN also gave

an accuracy of 99.98, precision of 1, F1 of 99.99, and MCC
of 99.96. Our proposed PCA-SVM gave an accuracy of
99.98, precision of 0, F1 of 1, and MCC of 99.96. The pro-

posed PCA-QDA gave an accuracy of 99.97, precision of
99.99, F1 of 99.98, and MCC of 99.94. Lastly, the proposed
PCA-NB gave an accuracy of 97.14, precision of 96.72, F1

of 97.94, and MCC of 93.41. In the experimental testbed situ-
ation, we discover that our proposed models surpass the previ-
oundary of NB.



Table 4 Comparison with past studies.

Authors Security Threat Validation Dataset Strategy Accuracy Precision F1 Score MCC

[79] Network NSL-KDD 86.53 – – –

[83] Network Network Traffic Data 99.49 – – –

[81] Network NSL-KDD 94.27 92.18 92.29 84.44

[82] Network NSL-KDD 91.39 – – –

[34] Network KDD-Cup 99 96.8 – – –

[84] Network NSL-KDD 98 97 97 –

[85] Network KDD-Cup 99 94 98 96 –

[86] Network UNSW-NB15 98.6 1 1 –

[87] Network DDoS 98.7 95 97 –

[88] Network CICIDS 98.3 90.0 91.67 –

Proposed XgBoost Network UNSWNB-15 99.99 1.00 1.00 99.97

Proposed CatBoost Network UNSW-NB15 99.99 1.00 99.99 99.97

Proposed KNN Network UNSW-NB15 99.98 1.00 99.99 99.96

Proposed SVM Network UNSW-NB15 99.98 1.00 99.99 99.96

Proposed QDA Network UNSW-NB15 99.97 99.99 99.98 99.94

Proposed NB Network UNSW-NB15 97.14 96.72 97.94 93.41
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ous detection technique in terms of accuracy and MCC. It is
critical to highlight that our detection system was previously

trained before these experiments, and so the training time
remains constant. These results demonstrate that our sug-
gested IDS perform well on simulated network traffic. As a

result, we can conclude that our suggested system is capable
of reliably detecting security assaults in a variety of network
attack scenarios.

5.2. Threats to validity

This section looks at potential challenges to the validity of the
verification results acquired in this research.

5.2.1. Internal validity

Internal validity is the degree to which reported results accu-

rately reflect the reality in the population under investigation
0 50 100 1

(Rathore & Park, 2018)

(Meidan et al., 2017)

(Almiani et al., 2020)

(Mohammadi & Sabokrou,…

(L. Deng et al., 2019)

Proposed XgBoost

Proposed CatBoost

Proposed KNN

Proposed SVM

Proposed QDA

Proposed NB

Performance comparison

Fig. 12 Performance comparis
and are not the product of methodological flaws. There are
two key aspects to consider here.

5.2.2. Instrumentation

This refers to discrepancies caused by changes in an instru-
ment’s calibration, as well as changes in the scorers, observers,

or probably the device itself. The accuracy, validation dataset,
precision, MCC, and F1 metrics used in the validation are all
well-known methodologies. As a result, there have been no

modifications that could have caused the evaluation results
to be incorrect.

5.2.3. Selection

Any factor besides the system that causes posttest disparities is
referred to as a selection threat. Therefore, the situation in
which the feature scaling is not performed and the data is

not on the same scale can be a factor in this work.
50 200 250 300 350 400

 with exis�ng studies

Accuracy Precision F1 Score MCC

on with the state-of-the-art.
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5.3. Construct validity

The degree to which the instrument ’interacts’ in a way that is
consistent with conceptual assumptions, and how effectively
the instrument’s scores are reflective of the complex frame-

work. This threat stems from the question of if the experiment
accurately replicates real-world occurrences to be examined.
The evaluation criteria in terms of accuracy are very high indi-
cating the proposed model is consistent.

5.4. External validity

This has to do with our ability to apply the findings of this

research to real-world situations. This threat raises the ques-
tion, ‘‘Can this effect be generalized to various populations,
situations, treatment, and measurement attributes?”.

On the UNSW-NB15 data, the proposed ML technique for
IoT network threat detection was applied and confirmed. The
findings are consistent with what has been found in the litera-

ture. Validation will be done in an industry context or on the
IoT botnet dataset in the future.

6. Conclusion and future work

We examined the viability of deploying machine-learning-
based intrusion detection in resource-constrained IoT environ-
ments in this paper. To that aim, we built an intelligent IDS

capable of detecting abnormal behavior on insecure IoT net-
works by deftly combining feature dimensionality reduction
and machine learning methods. We evaluated our scheme’s

performance using the UNSW-NB15 dataset to determine
the optimal approach for machine learning-based IDS. Secu-
rity concerns have become a major roadblock to the develop-

ment of the IoT. Security detection tasks could be handled by
machine learning-based IDS. The PCA algorithm was used for
dimensionality reduction to select ten components. The model

was evaluated on a recent dataset UNSW-NB15 that supports
contemporary attacks and is very appropriate for IoT applica-
tions. Also, communication overhead is reduced in the pro-
posed model, and there is no need for a foreign key as

required in encryption methods for IoT network security.
Our results revealed that the suggested approach achieves
higher F1 scores, indicating a stronger overall detection perfor-

mance. Based on the experimental results from network simu-
lations and testbed implementations, we can infer that using
machine learning techniques for successful anomaly detection

in the IoT environment is both realistic and practicable. The
comparison of the proposed PCA-XgBoost, PCA-Cat Boost,
PCA-KNN, PCA-SVM, PCA-QDA, and PCA-NB with exist-
ing studies demonstrates outstanding accuracy and can

address the issue of labeled data in IoT applications. The
experimental findings of our work were superior to the state-
of-the-art in terms of validation dataset, precision, F1,

MCC, and accuracy of the two of our proposed models, attain-
ing 99.99%. The architecture can be organized with smart
cities, smart homes, and healthcare devices as a unit that

detects attacks in the IoT settings. The future work will be
to adopt an ensemble model with a novel dataset suitable for
the IoT environment. In addition, this approach can be

enhanced in the future by incorporating deep learning models.
More specifically, the BoT-IoT dataset will be utilized for
experimental analysis and compared to the UNSWNB-15 with
a deep learning model for network traffic classification.
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