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Abstract
AI poses both short- and long-term risks, but the AI ethics and regulatory communities are struggling to agree on how to 
think two thoughts at the same time. While disagreements over the exact probabilities and impacts of risks will remain, 
fostering a more productive dialogue will be important. This entails, for example, distinguishing between evaluations of 
particular risks and the politics of risk. Without proper discussions of AI risk, it will be difficult to properly manage them, 
and we could end up in a situation where neither short- nor long-term risks are managed and mitigated.
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1 Introduction

As AI development increasingly falls under regulatory scru-
tiny, debates about how to deal with AI risks intensify. One 
example is the debate following the brief statement from 
the Center for AI Safety (CAIS) aimed at making it easier 
to ‘voice concerns about some of advanced AI’s most severe 
risks’. The full statement reads:

Mitigating the risk of extinction from AI should be a 
global priority alongside other societal-scale risks such 
as pandemics and nuclear war [1].

Other examples include the open letter from the Future 
of Life Institute (FLI) in March 2023 that warned, amongst 
other things, of ‘ever more powerful digital minds that no 
one—not even their creators—can understand, predict, or 
reliably control’ [2].

These calls for precaution and regulatory intervention to 
mitigate existential risks have been met with considerable 
scepticism in some circles. The main issues raised by critics 
are that (a) the risks are speculative and uncertain, (b) these 
warnings divert attention from real short-term risks and 
harms, (c) these statements and letters are in reality strategic 
manipulation aimed at avoiding regulation, (d) they prevent 

us from exploiting the positive potential of AI, and (e) the 
signatories are just fuelling counterproductive AI hype.

Previous research has suggested that there is common 
ground to be found between these competing perspectives 
[3]. While this strategy has some merit, we suggest that the 
debates about AI risk could benefit from adopting estab-
lished risk analysis and management practices. This allows 
for systematic and transparent assessment of risk, despite 
genuine disagreement, and could help engender a more fruit-
ful dialogue between opposed groups.

2  Controversial long‑term risks

Existential risks (or x-risks) stemming from AI have long 
been debated in scholarly circles, and depicted in science 
fiction books and movies. While superintelligent AI systems 
could easily be imagined to aid human and (post)human 
development, what scares many of the originators of these 
systems, such as George Hinton, is the potential for such sys-
tems to take control and act in a manner contrary to human 
survival and flourishing.

Some members of the AI ethics community are, however, 
outraged by the attention devoted to existential AI risk. The 
list of experts attacking the FLI open letter and the CAIS 
statement is very long, and includes, for example, Timnit 
Gebru, Safiya Umoja Noble, Emily Bender, Meredith Whit-
taker, and Deb Raji and many more [4]. Their reactions are 
too numerous to recount in full, but here we provide some 
select examples.

 * Henrik Skaug Sætra 
 Henrik.satra@hiof.no

1 Faculty of Computer Science, Engineering and Economics, 
Østfold University College, Remmen, 1757 Halden, Norway

2 School of Law, NUI Galway, Galway, Ireland

http://orcid.org/0000-0002-7558-6451
http://orcid.org/0000-0001-5879-3160
http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-023-00336-y&domain=pdf


 AI and Ethics

1 3

Ryan Calo responds to the CAIS statement by saying 
that ‘if AI threatens humanity, it’s by accelerating trends of 
wealth and income inequality, lack of integrity in informa-
tion’ and the exploitation of natural resources.1 We should 
instead focus our time and attention on issues of privacy, 
bias, and environmental and social impacts, he says, as these 
things are ‘are actually happening’. This is echoed by Mark 
Riedl, who argues that focusing on existential threats implies 
that ‘other harms are not happening or are not of conse-
quence’ [5]. The problem, he says, is that research funding 
and attention is limited, which seems to suggest that we must 
choose our worries wisely.

Joanna Bryson states that the CAIS statement is ‘openly 
regulatory interference’.2 She calls existential risk a ‘fan-
tasy’ that distracts from ‘real issues’, and argues that ‘the 
elite’—referring to those signing the statement of the FLI 
open letter—seeks to ‘build regulatory institutions to con-
solidate’ the current status quo. She also suggested that the 
statement is really about ‘slowing/misdirecting/perverting’ 
the European Union’s coming AI Act.3 Such concerns were 
recently mirrored in a Nature editorial highlighting the dan-
ger that discussing x-risk entails overlooking immediate 
concerns and preventing us from living ‘in harmony with 
the technology’ [6].

3  Understanding risk

These reactions might seem strange to anyone used to cor-
porate and social risk management. In this world, assess-
ing and simultaneously dealing with very different types of 
risks, even if they are unlikely, is the name of the game. 
This requires some finesse, and different risks must be dealt 
with differently. Crucially, however, achieving this requires 
a systematic approach and a shared vocabulary.

AI risks might seem both novel and recent, but con-
cerns about emerging technologies go way back [7], and 
systematic approaches for assessing and managing risk can 
be found as far back as 3200 B.C. [8]. The notion of the 
risk society—often linked to Ulrich Beck and Anthony Gid-
dens—provides some cues for identifying key sources of 
difficulties in achieving fruitful discussions of risk in the 
AI ethics field. Mainstream approaches to risk are usually 
referred to as risk management, and while most corporations 
already have some sort of risk management system in place, 

it is not often used or referred to by AI ethicists debating, for 
example, extinction risks from AI.

The Institute of Risk Management (IRM) defines risk as 
‘the combination of the probability of an event and its con-
sequence’, where consequences can be positive (opportunity 
risk) and negative [9]. In risk management, risk matrices 
are often used to get an overview over how to prioritize 
risk responses by their likelihood and impact. Risk assess-
ment necessarily precedes such matrices, and the following 
aspects are considered for each potential risk:

– magnitude of the event (harm or benefit) should the risk 
materialize;

– size of the impact that the event would have on the organ-
ization;

– likelihood of the risk materializing at or above the bench-
mark;

– scope for further improvement in control [9].

Examples of potentially relevant AI risks are tentatively 
placed in the risk matrix shown in Fig. 1. For example, runa-
way AI resulting in human extinction could be categorized 
as low in likelihood, and very high in impact if it should 
occur. Bias and discrimination resulting from the use of 
data-based AI systems could be argued to have a lower 
potential overall impact (relative to extinction risk), but the 
likelihood of occurrence is extremely high. Likewise, the 
environmental impacts of training and running AI systems 
in vast data centers are high-probability events, but could 
be argued to have a medium/low impact if compared to high 
emitting activities such as construction. Proper assessment 
of the risks shown in the figure requires extensive analysis, 
of course, and the end placement and evaluation of likeli-
hood and impact could be very different from the hypotheti-
cal illustration we have here provided.

How does this help to address the challenges related to 
fostering fruitful debates about AI risks and regulation? 
The example of the CAIS statement illustrates some chal-
lenges related to debates about existential risk. Such risks 
are problematic in terms of traditional risk management, 
as ‘identifying, evaluating, and managing such existential 
threats is often extremely difficult and ultimately may be 
uncontrollable’ [10].

Nevertheless, all major organizations that occupy them-
selves with risk analysis include various low likelihood 
and high impact risks. While existential AI risk has not yet 
entered most of the risk and trend reports, the US National 
Intelligence Council, for example, in their Global Trends 
Report 2040, from 2021, includes ‘runaway AI’ as one exis-
tential risk, alongside ‘engineered pandemics, nanotechnol-
ogy weapons, or nuclear war’ [11].

Non-AI-related existential risks have been discussed 
for a long time. In a 1989 article on risk management and 

1 https:// twitt er. com/ rcalo/ status/ 16636 14234 36909 7728?s= 20.
2 https:// www. linke din. com/ posts/ bryson_ openai- revea ls- the- anti- 
regul atory- intent- activ ity- 70695 79849 24534 7840- 4Ts_? utm_ source= 
share & utm_ medium= member_ deskt op.
3 https:// twitt er. com/ j2bry son/ status/ 16637 94967 80488 2944?s= 20.
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existential risk, it was pointed out that there are two cog-
nitive traps into which we may fall when assessing such 
risks: the ‘non-perception’ of real existential risks; and ‘the 
conjuring up of imaginary risks’ [12]. CAIS believe that 
non-perception is a problem, while its critics fear the latter.

From a risk management perspective, we must avoid 
both these traps, and this can arguably be achieved through 
probability-based risk management. If we overlook unlikely 
but real risks, this could be catastrophic. Certain long-term 
and potentially unlikely risks must be seriously considered 
to properly prepare for the future and mitigate the risks. 
Runaway AI is one such example, and preparation for extra-
terrestrial contact [13] and discussions about potential robot 
rights [14] are others. Gordon [15] discusses the latter, and 
highlights how ‘uncertain but not impossible’ risks cannot 
be neglected. On the other hand, if we exaggerate the risk, 
the cost of mitigation could outweigh the real risk, and we 
could lose out on many potential benefits to be had from 
appropriate use of AI.

However, taking such risks seriously does not mean we 
should divert attention from more immediate risks. Two of 
the IRM’s principles of risk management—proportionality 
and alignment—provide us with a framework for under-
standing how to deal with different types of risks simultane-
ously. The proportionality principle highlights that risk man-
agement activities must reflect the level of risk, while the 
alignment principle stresses the need to see risks as a whole, 
so that various risk management responses must be aligned 
[9]. For example, dealing with AI bias and discrimination 

must be done while simultaneously taking proportionate 
actions to mitigate long-term risks.

An analogy might help us illustrate this point. An energy- 
and carbon-intensive organization producing chemicals 
might face a range of short-term hazards and risks, such 
as environmental spills, while also facing long-term risks 
that fundamentally challenge its basic operating model and 
future existence. In a strategy meeting, these two concerns 
could be voiced by two different executives. A risk man-
agement-trained C-suite would recognize the merit of both 
and proceed to develop risk mitigation strategies for short-
term environmental harms while also preparing long-term 
changes of their operating model.

A similar situation arises for AI systems developed, for 
example, for use in political contexts [16, 17]. Short-term 
and certain risks related to bias and discrimination in public 
services are clear and obvious short-term risks with high 
probabilities. Gradually losing control over water and elec-
trical infrastructure if these become increasingly reliant 
on AI is somewhat longer term risk, while the ‘runaway 
AI’ system intentionally or negligently actively destroying 
humanity through, for example, water distribution systems 
and the control of chemicals in the water, would be a long-
term and low probability risk. The coming European ‘AI 
act’ is ‘risk-based,’ and it presumes that the gravity of risk 
is linked to the area of deployment. The benefits of this 
approach can be seen in this example, as AI used to con-
trol critical infrastructure, for example, requires extra care. 
However, the area of deployment-specific approach is not 

Fig. 1  Risk matrix on a societal 
level, categorizing risks by 
impact and likelihood
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sufficient for understanding all AI risk, and we agree with 
others that this is not a sufficiently sophisticated approach 
[18].

On the company level, taking strong action in response to 
all risks is not the only possible outcome. The four standard 
hazard risk management actions—to tolerate, treat, or trans-
fer the risk, or to terminate the activities causing the risk 
[9]—demonstrate how the analysis and recognition of a risk 
can be coupled with non-action once all risks are analysed. 
The company could, for example, acknowledge the CAIS 
warning but tolerate the risk for now. They could also termi-
nate certain actions, as called for in the FLI letter requesting 
a (temporary) moratorium. Treating the risk means making 
changes to mitigate the risk, and transferring implies that 
they try to make it someone else’s problem—a nice option 
for corporations—not for society.

However, private sector self-regulation is not the only 
option, and it has historically been less prominent than the 
three other social level strategies for social risk mitigation: 
insurance, law, and government intervention [8]. Insurance 
entails acceptance of a certain degree of risk, and the mar-
ketization of harms and damages. Whenever risk is seen 
as unavoidable, or its effects outweigh the negative impli-
cations, individuals can pool their resources and eliminate 
individual level risk through markets. Law and regulation 
could entail introducing liability for risky behaviour and sys-
tems and introduces both means of compensation for those 
harmed and deterrence. Direct government intervention goes 
further and opens for bans and mandated changes in behav-
iour. Avoiding the latter two actions is at times seen as the 
goal of the big tech companies concerned, and explains why 
some refer to industry talk of extinction risk as regulatory 
interference or sabotage. This assumes that the goal of the 
companies is not primarily to reduce risk, but to establish 
an impression of private sector self-regulation. To avoid 
regulation and interference, companies must both show that 
they are responsible and avoid overly risky action that would 
prompt intervention.

4  Can established risk management 
approaches reconcile warring camps?

If we now return to the AI ethicists quarrelling over which 
AI risks matter and why, the ongoing debates suggest that 
they could be sorted into two groups, with some pointing 
to the divide between what is labelled the ‘AI safety’ group 
and the ‘AI ethics’ group [19]. Those concerned with arti-
ficial general intelligence, extinction risk, alignment, and 
(very) long-term risks are often placed in the former cate-
gory, while those working on, for example, mitigating bias 
and discrimination in AI systems are placed in the latter. 

The first group is largely open to the idea of quantita-
tively and objectively assessing all risks; the second more 
often view the conflict through political and ideological 
lenses not amenable to the language of traditional risk 
management. This divide might, but need not, also follow 
various disciplinary fields and backgrounds, as some have 
extensive training in computer science but not philosophy 
and economics, for example, while others might have an 
opposite balance of backgrounds [15].

However, this dichotomy oversimplifies the issue, and 
obscures the fact that different AI ethicists might in fact 
be discussing completely different aspect of AI risk, and 
the split into two camps is arbitrary and unnecessary. One 
particularly important point is that the very idea of quanti-
tatively and objectively assessing various risks can be seen 
as a political undertaking [7]. Some see risk as socially 
constructed and reject the idea of ‘real’ and objective risk 
[7]. By choosing to focus on certain risks, we privilege 
certain perspectives and positions, and some might also 
see it as validating and opening for futures that they do 
not want. AI risk is seen as a part of politics and power 
relations. When arguments about risk are seen as a deeply 
political, it makes sense to focus on various individual’s 
motivations and the consequences of just talking about a 
particular risk, rather than agreeing to engage in quantifi-
cation and traditional risk assessments.

Despite these concerns, we argue that both groups 
could find the risk management framework suggested in 
this article useful for engaging with their opposition. The 
group that balks at talk of x-risk could, for example, argue 
that those calling for a prioritisation of existential risk are 
overweighting these risks and underweighting the more 
pressing ones. This is problematic if scientific, public, and/
or regulatory attention is a scarce good, leading to the con-
clusion that it might be morally right to suppress certain 
approaches [20]. This is a view that can be meaningfully 
engaged with by proponents of existential risk, and the 
disagreement could be subject to a deliberative resolu-
tion. For example, it might be concluded that extinction 
risks will be acknowledged but tolerated, or that regula-
tory attention is not so scarce, or that there are sufficient/
insufficient resources available to manage the different sets 
of risks. The two sides might even agree to strategically 
align for the sake of passing systematic regulation that 
addresses both sets of risks, during a political window of 
opportunity.

However, some might still think that the risk man-
agement approach concedes too much. For them, talk of 
‘existential risk’ is a red flag, because its purveyors are 
thought to harbour a more sinister agenda. Emily Bender, 
for instance, has argued that x-riskers are ‘not natural 
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allies’ of those concerned with real, short-term risks, 
because they are powerful ‘johnny-come-latelys’ that 
engage in ‘ridiculous distraction tactics’, overlooking the 
longstanding work of AI critics.4 Timnit Gebru5 and Émile 
Torres [21, 22] go so far as to link the x-risk fixation and 
‘longtermism’ to an ideology grounded in eugenics. While 
we would not claim to speak for them, we suspect that 
sitting down and agreeing upon a risk matrix is unlikely 
to be seen as a viable option for those adopting such a 
view, though there is also the possibility (perhaps slim) 
of forming a politically convenient détente between such 
critics, as suggested by Stix and Maas, to pursue regula-
tory intervention in a few areas of overlapping concern 
(e.g., algorithm audits, bans on military use of AI) [24]. 
This also highlights the need to distinguish between the 
idea of actual and perceived risk, and research has shown 
that perceived risks varies by a range of variables, such 
as gender, ethnicity, age, education, experience, etc. [7]. 
Nevertheless, it would be helpful for all parties if we man-
aged to acknowledge the differences that stem from a) the 
objective evaluation of isolated risks and b) the political 
implications of even debating risks as isolated and objec-
tively evaluable.

If we assume that both sides discussed in this article are 
motivated by a desire to avoid human and societal harm from 
AI, they could well benefit from real engagement with each 
other’s positions. Without such engagement, we run the risk 
of ‘organized irresponsibility, unaccountability and uninsur-
ability’ [23], which Beck feared would ensue if we got into 
a situation of ‘a collective avoidance of responsibility for 
risk management’ [7].
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