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Abstract: Artificial intelligence (AI) is associated with both positive and negative impacts on both
people and planet, and much attention is currently devoted to analyzing and evaluating these
impacts. In 2015, the UN set 17 Sustainable Development Goals (SDGs), consisting of environmental,
social, and economic goals. This article shows how the SDGs provide a novel and useful framework
for analyzing and categorizing the benefits and harms of AI. AI is here considered in context as
part of a sociotechnical system consisting of larger structures and economic and political systems,
rather than as a simple tool that can be analyzed in isolation. This article distinguishes between
direct and indirect effects of AI and divides the SDGs into five groups based on the kinds of impact
AI has on them. While AI has great positive potential, it is also intimately linked to nonuniversal
access to increasingly large data sets and the computing infrastructure required to make use of them.
As a handful of nations and companies control the development and application of AI, this raises
important questions regarding the potential negative implications of AI on the SDGs. The conceptual
framework here presented helps structure the analysis of which of the SDGs AI might be useful in
attaining and which goals are threatened by the increased use of AI.

Keywords: sustainable development goals; artificial intelligence; bias; discrimination; inequality;
system; capitalism; linkages; AI hype

1. Introduction

AI has great potential, and it is increasingly often argued, and seemingly proved, that
artificial intelligence (AI) has the power to change the world for the better [1]. The UN-
driven initiative AI4Good is one example of how AI is seen as a force for good [2]. Despite
much enthusiasm, many remain wary, both of the evidence purported to demonstrate
AI’s efficacy and with regard to the many potential negative effects of AI. As a response,
AI ethics has developed into a vibrant field of study, but as most new disciplines, it is still
in its infancy, and there is little agreement as to what it entails or how it should be pursued.

In 2015, the United Nations (UN) set 17 Sustainable Development Goals (SDGs) to
be achieved by 2030 [3]. These entail environmental, social, and economic goals. As AI
becomes increasingly prevalent in modern societies, the SDGs provide a useful framework
for analyzing and categorizing the potential benefits and harms it produces. The SDGs are
here used as a framework for analyzing the overall effects of AI on issues of sustainability
broadly understood, and one major contribution of the article is to show how the SDGs are
useful tools for evaluating the ethics of AI.

AI is here considered in context and not as a neutral and decoupled technology.
This entails seeing AI as a part of a sociotechnical system consisting of various structures
and economic and political systems, rather than performing an isolationist analysis of this
technology [4]. Modern AI is intimately linked to nonuniversal access to increasingly large
data sets and the computing infrastructure required to make use of them. As a handful of
nations and companies control the development and application of AI, this raises important
questions regarding the potential negative implications of AI on the SDGs. This article
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presents a framework for understanding which of the SDGs AI might be useful in attaining
and which goals are threatened by increased use of AI—directly or indirectly.

In Section 2, the method and conceptual framework employed in this article is pre-
sented. In Section 3, the SDGs are introduced, along with a discussion of why they
constitute a useful framework for analyzing AI. Sections 4–6 contain the results, as the
impact of AI on the various goals are discussed on the basis of the categorization presented
at the end of Section 2. Section 7 contains the discussion, which focuses on the implications
of these results and the limitations of using the SDGs as a framework of AI ethics.

2. The SDGs and AI

The SDGs were presented by the United Nations in the 2015 document Transforming
our World: The 2030 Agenda for Sustainable Development [3]. The 17 goals (see Figure 1) were
a continuation of the Millennium Development Goals (MDG)—a framework of 8 goals
established in 2000 with the purpose of reaching them by 2015 [5]. The SDG framework is
connected to a wide range of human rights, but it is still clearly distinct from them, as the
SDGs emphasize people, planet, prosperity, peace, and partnership [3].

Figure 1. The Sustainable Development Goals (SDGs) [3].

In order to understand why the goals are categorized as they are in this article, it is
necessary to take account of the fact that each goal has a number of subgoals. For example,
SDG 13 consists of the heading “Take urgent action to combat climate change” and the
following subgoals:

• 13.1: Strengthen resilience and adaptive capacity to climate-related hazard and natural
disasters in all countries

• 13.2: Integrate climate change measures into national policies, strategies and planning
• 13.3: Improve education, awareness-raising and human and institutional capacity on

climate change mitigation, adaption, impact reduction and early warning [3].

In addition, there is 13.a regarding funding for action in developing countries and
13.b regarding capacity building in the most exposed and least developed countries [3].

The SDGs are extremely ambitious and wide ranging [6]. They are thus what can be
called stretch goals, which may seem close to impossible to reach, but which are neverthe-
less pursued in order to inspire and stimulate radical and ground-breaking approaches and
efforts to make progress [7]. The realism of the goals is not discussed here, as the purpose
of the article is to use the framework to evaluate the various potential impacts of AI on
sustainable development. As such, the fact that the SDGs are not vague and limited by
consideration of feasibility are benefits rather than shortcomings.

One key criticism of the SDGs focuses on the potential disconnect between combatting
climate change and achieving the rest of the SDGs. Nerini, et al. [8] show how climate
change threatens the achievement of 16 SDGs but note that taking action to combat climate
change may actually undermine 12 other SDGs. The linkages between the various goals are
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important [9,10], and this is at the core of the categorization and analysis of AI in context
based on the direct and indirect effects AI has on them.

The SDG’s top-level goals are also often categorized into broader categories. One such
categorization is the split into economy, society, and environment, according to what the
United Nations [3] present as the “three dimensions of sustainability” [1]. One problem
with this categorization is that politics is largely lost. Others have used the framework of
the ESG (environment, social, governance) known from finance and investing as the basis of
categorizing the SDGs [11]. As this article will show, emphasizing the political dimension
of sustainability and the SDGs seems both important and necessary for achieving real
progress in reaching the SDGs. Furthermore, it is necessary for understanding and limiting
the potential negative impact of AI on the SDGs.

2.1. Previous Work on AI and the SDGs

Following the introduction of the SDGs and initiatives like AI4Good [2], others have
provided important analyses of isolated AI impacts, and a large number of these are
detailed in the supplementary materials of Vinuesa, et al. [1]. Despite having garnered
less attention, Chui, et al. [12] preceded Vinuesa, et al. [1] and arguably provided a more
comprehensive and balanced evidence-based account of the potential for beneficial use
of AI, also connected to the SDGs. Other recent examples of efforts related to the goal of
this article are Di Vaio, et al. [13] (who mainly consider SDG12 and sustainable business
models) and Khakurel, et al. [14] (who delve much deeper into the technological aspects
of AI and the SDG framework). Others have examined issues related to the sustainability
of AI, without explicitly connecting this to the SDGs, or by only focusing on some of the
goals, such as Toniolo, et al. [15] and Yigitcanlar and Cugurullo [16].

Still others have tackled partially overlapping questions, without engaging directly
with the SDG framework. Floridi, et al. [17] propose an ethical framework branded
AI4People, and this also relates to much work done on responsible AI [18]. The legal
and general ethical issues of AI are not considered in this article, as various frameworks
for ethical, responsible, human-centered AI, etc., are thoroughly covered in much of the
literature here referred to.

2.2. What Is AI?

This article is partially based on a broad definition of AI, which entails that AI
refers to a wide array of technologies and applications. The definition is borrowed from
Vinuesa et al. [1], as one purpose of the article is to build on and critique their analyses
and conclusions:

We considered as AI any software technology with at least one of the following ca-
pabilities: perception—including audio, visual, textual, and tactile (e.g., face recog-
nition), decision-making (e.g., medical diagnosis systems), prediction (e.g., weather
forecast), automatic knowledge extraction and pattern recognition from data
(e.g., discovery of fake news circles in social media), interactive communication
(e.g., social robots or chat bots), and logical reasoning (e.g., theory development
from premises). This view encompasses a large variety of subfields, including
machine learning [1].

AI must be clearly demarcated from digital technologies more generally, such as mobile
phones and apps for banking, etc. Truby [19], for example, partly conflates AI and all
things digital as he in the discussion of AI and SDG8 notes that cellular phones and digital
technology increase the access to banking services in developing countries. This is of
course true, but it is not a development dependent on AI. If a device or application could
easily serve the same functions without the use of AI, it makes no sense to argue that AI is
the cause of the benefits derived from such technologies. Only where AI is a main factor
contributing to a phenomenon will it be considered an enabler or inhibitor of SDGs.

AI is often related to Big Tech, which usually refers to the big four or five tech
companies [20,21]. The four companies are GAFA (Google, Amazon, Facebook, and Apple),
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and those that speak of five include Microsoft [22]. These are the major players in the new
global technological systems, accompanied and chased by up-and-comers from countries
such as China (i.e., Alibaba and Tencent).

AI ethics has emerged as a vibrant field of study, and this article proposes to use SDGs
as a system for analyzing the effects of AI. Among the most researched areas related to
AI ethics are issues of privacy and surveillance [23–26], how technology can aid efforts
to manipulate and persuade [27,28], biased systems [29–31], issues of power and technol-
ogy [32–35], how technology changes human relations [36], and the potentially polarizing
effects of AI-based social media [37,38].

Lastly, AI is intimately connected to the generation of and access to data, and data is
not, and can never be, neutral [39]. Furthermore, as data becomes increasingly valuable,
access to it constitutes an issue of justice, as will become apparent in the discussion of
numerous SDGs. Zuboff [40] highlights how AI is connected to access to and the accu-
mulation of data—a valuable perspective to take into account when AI and sustainability
are considered.

Some of these issues are readily applicable to the SDG framework, while others seem
more peripheral. This potential weakness of using the SDGs as a framework for AI ethics
is discussed in the Discussion section.

3. Methods and Conceptual Framework

The aforementioned AI4Good initiative aims to show the potential for using AI to
accelerate the SDGs [2]. Others have also begun to explore the linkages between AI and
the SDGs, and Vinuesa, et al. [1] produced one of the most recent and most comprehensive
efforts thus far. In their article, they first theoretically examine the potential positive and
negative impacts of AI on the SDGs before they examine how empirical evidence supports
or contradicts this analysis. The current article relates intimately to and builds on their
research, as it is both becoming influential and it is based on a comprehensive literature
review. Another reason is that the conclusions and methods employed are insufficient and
partially problematic, and it thus stands in need of correction.

The main problem with Vinuesa, et al. [1] is that the study is highly quantitative and
empirical in nature, and it attempts to describe all goals and subgoals in the scope of one
very short article. The result is an article with many bold conclusions and attractive figures
and percentages that stand in need of more comprehensive explanations and a deeper anal-
ysis. They call their method an “expert elicitation process”, which seems to be something
akin to a Delphi process whereby the authors (who constitute the experts involved) reach
an agreement; this is thus presented as the unanimous verdict of the experts.

This article adds another voice to the expert opinions they have already collected
and systematized, as a more qualitative and theoretical examination of the impact of AI
is here performed. Vinuesa, et al. [1] strongly favor (empirical) evidence, despite their
acknowledgement that much of the evidence of AI impact is derived from experimental
closed systems. Our reality is notorious for the prevalence of open systems, which entails
the need for a hefty dose of skepticism about the generalizability of experiments and
empirical research from closed systems [41,42].

This article contains a theoretically based development of a framework for evaluating
AI both as a general technology and as more specific applications. Such an approach
involves using existing empirical and theoretical research on AI and the SDGs as the basis
for a discussion of how these should be interpreted when AI is seen as a part of a larger
sociotechnical system and seen as dependent and resting upon a technological system and
a technical substrate [4]. The analytical approach here developed is comparatively deeper
than that of Vinuesa et al.’s [1] approach, as they fail to account for the interconnected
nature of (a) AI and other technological phenomena and societal issues, and (b) the SDGs
themselves. While they focus on finding evidence for various subgoals and score AI on
this basis, this article presents a theoretical and non-isolationist analysis of how the various
goals are affected by AI in different ways.
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The conceptual framework applied in this article distinguishes between direct and
indirect impacts, and it consequently also factors in whether impact on one goal entails
ripple effects on other goals. Direct effects imply that applying AI may directly impact
the SDG, while indirect impact refers to how AI might impact one goal which in turn has
consequences for another. If a goal has ripple effects, this implies that efforts related to this
goal will have consequences for other goals as well. For example, AI might have a direct
effect on economic growth (SDG 8), but this growth might be of a kind that exacerbates
inequality (SDG 10). At the end of this section, each SDG is categorized based on what sort
of effects are considered to be most important for that goal. It is acknowledged that all
SDGs will to some degree be both positively and negatively affected by AI, and that AI to a
certain degree entails both direct effects and indirect effects for all goals.

In order to choose how the different effects of AI are ranked, the analysis and cat-
egorization has been divided into three different levels, as shown in Figure 2. As AI is
considered in context, this refers to how AI is not analyzed on the basis of the isolated
effects it has on the micro or meso level. With such an approach, a researcher could find a
use case where AI in some isolated or local setting is shown to have some sort of positive
effect on an SDG and subsequently conclude that AI indeed has a positive impact on that
goal. While true, this is a shallow approach that is unable to deal satisfactorily with the
fact that AI has many such isolated effects on each goal, and more importantly, that AI is
a part of a of a sociotechnical system consisting of various structures and economic and
political systems that can only be understood by also taking account of macro level effects.
An isolationist account involves counting and focusing on the isolated micro and meso
impacts [4], while this article applies a framework where AI is seen in context, and the
overarching effects are emphasized.

Figure 2. Three levels of analysis.

As shown in Figure 2, AI might have a positive impact on, for example economic
growth in a particular region (i.e., a country), but this could simultaneously be a kind of
growth that exacerbates differences between countries (macro level) and within the nation
(micro level).

AI is here not considered as an isolated and neutral technology, but as a part of
something larger, as explained in the previous section. AI is considered to be connected to
a range of other technologies and societal phenomena. To understand the actual effects of
AI, it must be considered in relation to the sociotechnical system in which it is a keystone,
and not in isolation [4]. This system is today often referred to as surveillance capitalism
or the data economy [23,40]. Some prefer to emphasize the role of platforms, the politics
of platforms, and platform capitalism [33,34,43]. AI is also often considered an integral
part of what Schwab [44] refers to as the fourth industrial revolution, a view Barley [4]
objects to. The exact details of this sociotechnical system are beyond the scope of this
article, and the conceptual framework must be considered tentative and as a proposal and
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invitation for further research and analysis. Distinguishing between direct and indirect
effects and effects on the micro, meso, and macro level, however, is sufficient for showing
that much current research overstates the positive impact of AI, while being blind to some
of the negative impacts.

This article presents a complementary approach to the evidence-based one, and both
are necessary, as finding empirical evidence for all the potential indirect long-term conse-
quences related to AI is impossible. A shallow and isolationist approach alone runs the
risk of concealing both great threats and important nuances related to the consequences of
AI, and this is remedied by the deeper approach here presented. As a consequence of these
choices, this article mainly refers to the top-level goals and the overarching implications of
AI for the SDGs, rather than detailed examinations of isolated use cases.

In order to structure the analysis in the Results sections, the SDGs are grouped with
regard to (a) the level of impact, (b) whether AI mainly has direct or indirect effects
on the SDG, and (c) whether or not the goals have clear and important ripple effects.
A categorization based on the analysis based on this conceptual framework is shown in
Figure 3.

Figure 3. A framework for categorizing the SDGs in terms of AI impact.

4. Results 1: Top-Level Goals—High Potential Impact, High Ripple Effect (Group 1)

The top-level goals in the context of AI are goals in which both positive and negative
impacts are likely and in which the impacts are potentially vitally important for reaching,
or not reaching, the SDGs. These goals are also intimately connected to a wide range of
other goals and understanding the ripple effects of AI’s impact on these goals allows for
a more nuanced analysis of the overall impacts of AI. The two goals in this category are
SDG8 and SDG9.

For these two particular goals, it will also be necessary to consider them as compound
goals, consisting of several distinct goals. SDG8, for example, is named decent work and
economic growth. Economic growth can surely impact the chances of finding “decent
work”, but we also know that AI influences the nature of work directly. The details of what
constitutes decent work are scarce, but it can, for example, be argued that AI-powered
surveillance and manipulation of workers is detrimental to work decency.

Of these two goals, SDG9 is considered to have the most impact, and it will thus
be considered first. The impact of AI on innovation is argued to be the most important
contribution of AI bar none, and this also partially explains how and why AI also impacts
economic growth.

4.1. SDG9: Build Resilient Infrastructure, Promote Inclusive and Sustainable Industrialization
and Foster Innovation

SDG9 consists of multiple concepts—namely, innovation, infrastructure, and industry.
Henceforth, 9a will refer to innovation, 9b will refer to infrastructure, and 9c will refer to
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industry. The three elements are clearly related, but they are also clearly distinct. Innovation
mainly refers to subgoals 9.5, 9.b, and 9.c, which detail the need for scientific research and
technological capabilities (9.5), domestic technology development (9.b), and increasing
access to information and communications technology (ICT) (9.c). Vinuesa, et al. [1]
found evidence of positive impacts on 91% of the subgoals of SDG9 (all goals potentially
affected), while 34% of the goals were evidently negatively affected (50% were potentially
negatively affected).

4.1.1. Innovation

While AI is potentially important for innovation in both the public and the private
sector, a slightly more careful reading of the goal reveals that domestic development and
better access to ICT is of great importance. AI as it exists today is developed in a limited
set of countries, and while it may be applied throughout the globe, the benefits and profits
from said applications largely fall back to the home countries of the major companies
in control of data. Meso-level benefits could here be associated with macro-level harms.
One important reason for this is that access to ever larger amounts of data is at the core of
recent progress in AI [45]. Access to data is not fair and equal and neither is access to the
computing power and infrastructure required to benefit from cutting edge AI.

Nevertheless, modern AI—even if unevenly distributed—can lead to general inno-
vation and scientific and technical progress that can potentially benefit all in the long run.
Taking a page from neoliberal economics, one might argue that AI leads to a trickle-down
effect, even if access to the technology and profits from AI is today largely controlled by a
limited set of nations and companies.

Scientific progress is argued to have very high impact, and the ripple effects are
also substantial. In fact, most of the impact of AI could be attributed to the effects of
reaching goal 9a; new technology and insight will enable us to reach most other goals more
effectively, and it thus makes more sense to emphasize the contribution of AI to this goal,
rather than arguing that AI will in effect contribute positively to just about all the goals,
as Vinuesa, et al. [1] tend to do.

However, while innovation and scientific advances are desirable, it is paramount to
note that innovation and science in the hands of “evil” is just as much a force for evil as it
is a force for good in the hands of the good. Scientific “progress” is never neutral, and it
must always be evaluated on the basis of (a) the goals of our societies and (b) the particular
applications [46].

This leads to the conclusion that AI has a high potential for negative and positive
impact on SDG9a, and that the ripple effects of innovation and scientific progress are large.
SDG9 is a keystone goal for evaluating AI, and it is important to distinguish the direct effect
of AI on all the other targets from the indirect effects of reaching SDG9. In addition, it must
be remembered that AI innovation in Chinese or American private companies is in no
way by definition conducive to the kind of innovation referred to in SDG9, and that rapid
innovation in such companies can easily exacerbate and widen the gulf between developed
and developing nations. The macro perspective is essential for analyzing these impacts.

4.1.2. Infrastructure

Innovation is also mentioned with regards to developing infrastructure, which is the
main focus of goals 9.1 and 9.a, detailing the development of infrastructure (including
regional and transborder) with an emphasis on universal, affordable, and equitable access,
and facilitating such development in developing countries.

While AI could be considered a part of the drive for affordable and equitable access
to infrastructure, this is not necessarily so in reality. Again, access to data and comput-
ing infrastructure is far from “universal, affordable, and equitable”, and this is further
exacerbated by the fact that much innovation and development is performed in private
companies producing proprietary solutions. Once again, we see that micro- and meso-level
benefits can lead to macro-level harms.
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The problems related to infrastructure are further exacerbated by the fact that AI is
becoming an integral part of modern infrastructure, particularly as both cities and infras-
tructure in general are made “smart” [47]. AI is becoming part of everyday technologies
of work and communication: public and private corporations rely on it, smart cities are
built on it, and it is increasingly being built into all digital solutions—even those that do
not strictly rely on AI to function [48]. The technology-dominated sociotechnical system
is built on increasing privatization and it shapes new infrastructure, creating a clear and
obvious threat to the achievement of SDG9b. It is not universal, affordable, and it is not
characterized by equitable access.

There are, however, also arguments in favor of AI promoting infrastructure. By im-
proving the efficiency of existing infrastructure and being part of new and potentially
affordable solutions, AI could in principle, if developed openly and disseminated, promote
better local and transborder infrastructure.

4.1.3. Industry

The preceding goals are also linked to industry and detailed in subgoals 9.2, 9.3,
and 9.4. The emphasis is on sustainable and inclusive industrialization, with the related
goals of increasing the role and size of industry—particularly in the least developed
countries. Furthermore, the possibility of building small-scale industry is mentioned,
as well as financing, and lastly the use of innovation and sustainable infrastructure to make
industry environmentally and people friendly.

AI might be argued to enable small scale and efficient industry, but this requires access
to AI systems, data sets, and computing infrastructure. In order to realize the potential
meso- and micro-level benefits, macro-level change is required. The most important
benefits of AI on industry seem to relate to innovation and automation—aspects that are
better understood through SDG9a and SDG8. While the potential impact on industry is
high, it seems unlikely that AI as it exists today is a force for an environmentally and
people-friendly industry that is particularly beneficial to the least developed countries.
The opposite might be the case.

4.2. SDG8: Promote Sustained, Inclusive and Sustainable Economic Growth, Full and Productive
Employment and Decent Work for All

SDG8 will be referred to as 8a (referring to economic growth) and 8b (referring to
decent work). Vinuesa, et al. [1] argue that AI potentially positively affects 92% of the
subgoals (77% with proof) and negatively affects 33% of the goals (25% with proof).

4.2.1. Economic Growth

SDG8a is categorized as high impact, as AI has already proven to be an important
catalyst of economic growth and a creator of value. The ripple effects of economic growth
are also highly important, as growth could enable us to eliminate, for example, poverty
and starvation.

The growth that has followed the rise of the Big Tech giants, however, has not been
conducive to reaching such goals. There has been growth, but one that simultaneously has
increased inequality, as the top richest percent in rich countries (and the world) now control
an unprecedented share of total wealth [49]. Despite various issues related to tracking
inequality precisely, Chancel [49] shows that inequality is a real and pressing issue, and that
both in-country and between-country inequality are high and non-abating. In-country
inequality is, however, becoming increasingly important, and class, rather than nationality,
is now seen as a determinant of global inequality [49].

While liberal theorists have long argued that a rising tide will lift all boats—or that
rain on the rich will eventually trickle down on the poor—modern history has not been
kind to these theories. Economic growth has been achieved, but this has generally—not
just in the US—led to a situation of increased inequality [50].

The kind of growth that would be conducive to reaching SDG8a has to be sustained,
inclusive, and sustainable [3]. This implies that growth in itself matters relatively little but
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that the kind of growth matters considerably. Taking this into account, it becomes obvious
that AI is a force that both enables and inhibits the reaching of SD8a. The indirect effects of
economic growth on the other goals will be discussed in relation to these goals, and with
regard to SDG8a, the main questions are a) whether AI promotes growth and b) whether
the growth is sustained, inclusive, and sustainable. The first has been proven true while
the latter is much more uncertain. There is little evidence to suggest that AI promotes
inclusive growth and the goal of at least 7% GDP growth per year in developing countries.
While the increase of tech startups in the developing world has increased, the fact that
these companies usually ultimately become owned and controlled by Western owners
leads some to label this a form of new colonialism [19,51].

4.2.2. Decent Work

The impact of AI on decent work—SDG8b—is potentially high, but the ripple ef-
fects are less obvious. If inclusive and sustainable economic growth and innovation are
achieved, new jobs are most likely to be created, providing new opportunities for de-
cent work. However, it is also obvious that AI can hurt the decency of work and cause
micro-level harms, both through surveillance and manipulative practices at the workplace
and through automation. Employers may implement surveillance and manipulative tech-
niques to promote efficiency and increase their control over employers [52]. Furthermore,
peer surveillance may emulate and amplify such techniques [53].

AI is also increasingly enabling the automation of work. While Danaher [54] argues
that this process may free us from tedious work, and work in general, this is not the same as
creating decent work opportunities for all. Furthermore, in lieu of solutions akin to citizen
salaries or extensive welfare states, automation is likely to disrupt the work opportunities
and general situation for those worst off.

5. Results 2: Direct Effects with Ripple Effects (Group 2) and Varied Direct Effects
without Ripple Effects (Group 3)

The second group of goals are potentially directly affected by AI—both positively and
negatively. The impact of AI on these goals are considered non-trivial, and the impact will
also have non-negligible ripple effects. The goals in this group are SDG3, SDG4, SDG11,
and SDG16.

In the third group, we find SDGs that are also potentially directly affected by AI.
While we may identify direct effects, these goals are also indirectly affected by AI, in par-
ticular through the impacts on goals in group 1. These goals are assumed to have limited
ripple effects in comparison to the goals in groups 1 and 2. That is, however, not to say
that there are no ripple effects or that the ripple effects are not important. The goals in this
group are SDG5, SDG10, and SDG13.

5.1. SDG3: Ensure Healthy Lives and Promote Well-Being for All at All Ages

Few things rival health and well-being as goals of human-oriented sustainability.
One might be encouraged, then, as Vinuesa, et al. [1] find evidence of positive contributions
to 69% of the subgoals and negative implications for only 8% of them.

Positive impacts on health can be indirect and can occur through AI-driven innovation
and research, for example. In addition, some might argue that various technologies of
the self and self-tracking can lead people to live healthier lives. AI is also being used in
therapy and can plausibly improve the mental health of those without the opportunity to
see human therapists [55].

However, self-tracking and the quantification of the self are not necessarily good
things [56,57]. Furthermore, social media and the various new arenas in which AI plays
a key role seem to foster mental unhealth rather than improve the same, although the
evidence is still unconclusive [58]. A further concern is that, for example, AI-powered
workout equipment and nutritional analyses and plans could easily improve the health of
some, while increasing the differences between those with access to such technologies and
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those without. This SDG shows the complex nature of AI impact, as macro- and meso-level
benefits must be considered against potential micro- and meso-level harms.

5.2. SDG4: Ensure Inclusive and Equitable Quality Education and Promote Lifelong Learning
Opportunities for All

Big Tech is heavily invested in education, and much research and investment are
aimed at capturing the education market. Learning analytics is one area in which AI may
enable analyses that improve education, but AI can also be used as a teacher. There are
obvious limitations to current intelligent tutoring systems (ITS), but they have proven
their potential, and as technology progresses, so will the effectiveness of AI in the area of
education [59,60].

AI might enable us to reach SDG4 through remote teaching in particular. Providing
education even in the remotest areas of the world becomes much more affordable and
potentially quite effective. This, however, requires affordable ITSs built and developed
for a wide range of languages and subjects. If the companies developing these systems
focus on their home markets—very profitable markets—the benefits will lead to increased
inequalities in education rather than the opposite.

Vinuesa, et al. [1] state that AI could enable us to reach all the subgoals of SDG,
while finding evidence for positive impact on 93%. Potential negative impact was found
for 70%, with evidence for impact on 60%. The potential for AI is doubtlessly great,
but it requires a disconnect from Big Tech and proprietary and Western-focused systems.
The need to make sure that top quality educational systems become available to all is
shown both in SDG4 but also in the highly important ripple effects that would follow
from reaching this goal. Better education in the developing world would lead to huge
benefits for these societies, and goals such as SDG5, SDG10, SDG8, SDG9, and SDG16 are
all positively affected by providing quality education for all.

5.3. SDG11: Make Cities and Human Settlements Inclusive, Safe, Resilient, and Sustainable

Vinuesa, et al. [1] argue that AI positively impacts 90% of the subgoals of SDG11 and
negatively impacts only 10%. Technology intensive smart cities, for example, are the result
of a UN initiative for promoting the development of sustainable cities and knowledge
transfer between the many smart cities across the globe [61]. Smart cities are technologically
advanced, and digital technologies are involved in the provision of a range of city infras-
tructures. Despite AI being important, it is important to note that many of the innovations
related to smart cities are not necessarily AI-based, even if they are digital.

However, SDG11 entails more than highly advanced science fiction cities—it is about
creating inclusive, safe, resilient, and sustainable settlements. AI can surely be involved
in the provision of safety through surveillance and predictive policing, among other
things [62]. However, parts of the AI ethics community are deeply concerned about the
“prison-to-tech pipeline”, with repeated calls for the abolition of technologies such as facial
recognition, which is argued to perpetuate racism and other problematic biases—now
camouflaged by the shiny veil of high tech AI [63].

In addition, there is very little to support the notion that AI leads to inclusive set-
tlements or that it directly fosters resilience for all or sustainability in general. On the
contrary, surveillance and AI are enthusiastically employed by the more ominous societies
of the modern world, in which it is used to exercise what approaches complete control
over citizens—a development that can hardly be seen as compatible with SDG11 in any
way. While governments can weaponize AI and use it to control its populations, it is
also connected to increased polarization, another potential inhibitor of safe and inclusive
settlements [37].

5.4. SDG16: Promote Peaceful and Inclusive Societies for Sustainable Development, Provide
Access to Justice for All and Build Effective, Accountable and Inclusive Institutions at All Levels

The most politics-oriented goal is SDG16, which focuses on societies, access to justice,
and effective, accountable, and inclusive institutions. While Vinuesa, et al. [1] argue that a
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majority of the subgoals can be, and are, positively affected by AI, there are several reasons
to be wary of this analysis. They also find that only 15% of the subgoals are negatively
affected by AI.

The first question should be: how can AI lead to just, inclusive, and sustainable
institutions and societies? One might argue that AI can be used to secure inclusion and
non-discrimination, but such a stance would reveal a lack of understanding of the deeply
problematic issues related to automated decision-making, bias, and the troubles involved
with uncovering such biases [30,64].

One hypothetical way to foster democracy by AI would be to pursue the ways in which
an AI technocracy could paradoxically lead to a revitalized democracy [65]. This would,
however, entail radical changes in our political structures, and there are few reasons to
believe that such solutions would a) work or b) not be associated with important negative
consequences as well.

Turning to the negative impacts, many argue that AI promotes various forms of
polarization through such mechanisms as filter bubbles and echo chambers [37]. Fake news
is also connected to AI-based social media [66]. In addition, AI allows for more effective
manipulation—or nudging—of individuals, and while Thaler and Sunstein [67] argue that
nudging should be done for good, it is quite unlikely that actors with other intentions will
abstain from using such techniques to promote their own self-interest over that of other
citizens, consumers, and individuals in general [27,28].

The ripple effects of negative AI impact on SDG16—if increased polarization and
in-group preferences are real and manifest themselves in international relations as well as
intranationally—entail negative effects on most SDGs, including, but not limited to SDG1,
SDG2, and in particular, the important SDG17.

5.5. SDG5: Achieve Gender Equality and Empower All Women and Girls

Equality is in this context exclusively related to gender. However, it is also relevant to
include issues of race, ethnicity, sexuality, etc., when considering the impact of AI. Vinuesa,
et al. [1] find proof of positive AI influence on 44% of the targets and negative impact on
31% of the goals.

Starting with the good, AI might be argued to enable us to reach this goal through
various innovations that emancipate women from work at home, etc. Furthermore, it might
be argued that AI and automated decision making might enable us to overcome human
bias in choices related to work, financing, politics, and life in general. A computer is in
principle free from bias, but such a stance does not reflect the theory-laden nature of data
and the unavoidable human involvement in the development and application of AI [39,68].

Turning to potential negative aspects of AI, numerous authors have done important
work on how AI negatively impacts the vulnerable, including women and minorities [30,31].
While subgoal 5.b—using enabling technology to empower women—seems to indicate that
AI has a positive impact on SDG5, a) AI is not a necessary part of enabling technologies,
and b) the vast majority of the developers are male (and white), and it seems naïve to
assume that AI in context is a force for making women and other minorities more equal
and less vulnerable to various forms of marginalization and discrimination.

5.6. SDG10: Reduce Inequality within and among Countries

Inequality is one of the areas in which Vinuesa, et al. [1] find much scope for negative
AI impact, with 70% of subgoals potentially impacted and 55% actually impacted negatively.
On the other hand, positive impacts are conceived for 90% of the subgoals, with evidence
found for 75% of them.

The positive effects of AI on SDG10 would most likely come about through achieving
inclusive economic growth. However, as AI in context does not seem to foster such growth,
the indirect effects on SDG10 are most likely negative. AI will potentially exacerbate
differences between the rich and poor in many areas, and the danger that AI inhibits
SDG10 is substantial. This applies both within nations and between nations, as both local
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inequalities (i.e., the US, where Big Tech resides) and global inequalities are not showing
any signs of disappearing—at least not as a consequence of AI [49].

5.7. SDG13: Take Urgent Action to Combat Climate Change and Its Impacts

Climate change is increasingly perceived as a real and important threat to human
(and nonhuman) livelihood. AI excels where it can optimize decisions in highly complex
environments, and it could be argued that AI might potentially improve decision making
related to climate policy. Some have even argued that a limited AI technocracy could be
founded on the need to combat such changes that human politicians are neither willing nor
able to face satisfactorily [65]. Indirectly, climate change might also be mitigated through
AI powered innovation, infrastructure, and industry (SDG9). Another potential application
of AI is in the development of controversial—but feasible—geoengineering solutions that
allow people to sidestep the need for substantial and radical changes in economic and
political systems [69]. Vinuesa, et al. [1] find a positive AI influence on 70% of the subgoals
and a negative influence on 20% of the goals.

However, Big Tech has thus far not seemed particularly green in the sense of promot-
ing a green transition. AI is used just as much to make the extraction of oil and gas more
efficient as it is in the planning of windmill parks. These are all indirect effects, and a more
pressing concern is how modern AI directly creates increasing amounts of emissions from
the data-intensive training of machine learning algorithms [70]. In fact, Timnit Gebru—a
pioneer in critical AI research—recently departed (or was departed from) Google after a
row over a paper she co-authored. Here, the authors argued that the current trajectory of
AI, with natural language models trained on increasingly large data sets, are unsustainable
and harmful in a number of ways—including its massive carbon footprint [71]. This re-
lates to the efforts to develop green information technologies, as people are increasingly
coming to the realization that mass use and production of technology entail significant
environmental costs [72].

AI and Big Tech are parts of an economic system in which conventional growth is the
driving force, and it seems likely that AI will have to be divorced from this system before
the overall implications of AI can be considered a significant positive force for combatting
climate change [70].

6. Results 3: High Impact, Indirect Effects (Group 4) and Minor/No Effects (Group 5)

Certain goals are potentially highly influenced by AI, but mainly through indirect
effects. These goals are gathered in group 4, consisting of goals for which AI has a high
impact, but mainly indirectly, and for which there are limited ripple effects. The goals in
this group are SDG1, SDG2, and SDG12.

Finally, there are the goals in group 5, on which AI is considered to have minor or no
direct effects and limited indirect effects. It must be noted that this classification is based
on the impact of AI, and that this is in no way connected to the overall importance of the
SDGs in question. On the contrary, these goals may be vitally important for creating a
sustainable future and labelling them as group 5 goals simply means that the impact of AI
on reaching these goals is limited. The goals in this group are SDG6, SDG7, SDG14, SDG15,
and SDG17.

6.1. SDG1: End Poverty in All Its Forms Everywhere

Perhaps the most ambitious goal of all is to end all poverty, in all forms, everywhere.
It is quite impressive, then, when Vinuesa, et al. [1] argue that AI positively influences all
subgoals of SDG1 and negatively affects only 43% of them.

While seemingly impressive, the effects on SDG1 are almost entirely the indirect effects
of reaching SDG8a, as this relates to economic growth. As noted above, it is highly doubtful
that the economic growth promoted by modern AI is sustained, inclusive, and sustainable,
and if so, it is also highly unlikely that AI will help eliminate poverty. This is particularly
true if we recognize that poverty is both an absolute and relative concept, which implies
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that economic growth combined with increasing inequality will lead to more people living
in relative poverty.

Arguing that AI positively affects all subgoals of SDG1 thus hinges on an isolationist
and context free analysis of AI—one that is likely to create a misleading view of AI and
also fuel a general AI hype, as will be emphasized in the conclusion.

6.2. SDG2: End Hunger, Achieve Food Security and Improved Nutrition and Promote Sustainable
Agriculture

Agriculture is no exception from the march of automation, and AI is a key technol-
ogy in this development. Examples of uses of AI are self-driving farm equipment and
machinery, monitoring and managing of farms, and the development of new genetically
modified crops.

On the other hand, AI-based agriculture is costly, and there is a real danger that all the
aforementioned applications may indeed make agriculture more effective in the rich world
(meso), while further exacerbating the gulf between developed and developing country
farmers (macro). This would be akin to infrastructural technological change [4], such as
the introduction of snowmobiles in Skolt Lapland, which led to broad and deep effects in
societal relations and in the distribution of both wealth and work [73].

In addition, AI in itself has no impetus toward more nutritional crops and may just as
easily be used to develop and grow profitable crops—crops that are popular and tasty but
lack nutritional value. Lastly, there is no reason to assume that AI-based agriculture will be
more sustainable or that more effective food production in the rich countries will lead to an
end of hunger. Rich countries have produced more food than they require for a long time,
but this does not mean that the surplus is distributed justly. Rather, it is burnt, and there
is little reason other than naïveté to assume that AI changes this. Despite this, Vinuesa,
et al. [1] portray AI as an enabler for 69% of the subgoals and an inhibitor for only 13%.

6.3. SDG12: Ensure Sustainable Consumption and Production Patterns

Consumption is connected to production, and the main focus of SDG12 is the inter-
action between the two, enabling consumers to consume sustainably. Vinuesa, et al. [1]
find evidence of positive impact on 59% of the subgoals and negative impact on 16% of
the subgoals.

Sustainable industry and general innovation may impact this goal indirectly, and the
main direct positive effect of AI on this goal would be through enabling people to monitor
and track their consumption and the associated environmental consequences that ensue—
hopefully producing sustainable consumption patterns.

However, AI enabled products proliferate, and the phenomenon of internet-of-things
(IoT) is intimately connected to AI and data driven innovation. In addition to manufac-
turing new and previously unknown needs with these new products, it is simultaneously
a new way to plan obsolescence for products that have previously been long lasting.
While older TVs were obsolete when new physical technology made them less attractive,
“smart” TVs, etc., are routinely telling customers that new apps, etc., will not run on their
TVs, and that they will have to replace them in order to stay up to date. The positive effects
of AI on sustainable consumption seems negligible, while the negative effects—as AI is
considered in its sociotechnical context—are potentially great.

6.4. SDG6: Ensure Availability and Sustainable Management of Water and Sanitation for All

Water and sanitation systems can surely be more effectively managed by AI systems
and potentially improved through innovation. These are, however, relatively minor effects
and for the most part dependent on achieving SDG9a (innovation) and SDG9b (infrastruc-
ture). Furthermore, increasingly sophisticated water systems become more susceptible
to error and attack, and access to AI powered water systems may also lead to increasing
inequality between those with access and those without. In contrast to the rather modest AI
impacts suggested by this article, Vinuesa, et al. [1] argue that AI enables all the subgoals
for this SDG, while it negatively affects 28%.
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6.5. SDG7: Ensure Access to Affordable, Reliable, Sustainable and Modern Energy for All

Energy use and distribution is portrayed by Vinuesa, et al. [1] as an area in which
AI positively affects all subgoals, while simultaneously inhibiting 40% of the same goals.
The effects of AI on energy systems are non-negligible, but they are mainly indirect effects
connected to innovation and infrastructure. The main benefit would seem to be more
efficient systems of production, planning, and distribution of energy, and if properly dis-
seminated to developing nations, these effects might be of more importance, as better access
to energy would cause ripple effects related to SDG8 and SDG9—improving infrastructure,
promoting industry, and thus leading to economic growth [10].

6.6. SDG14: Conserve and Sustainably Use the Oceans, Seas and Marine Resources for
Sustainable Development

Sustainability related to the oceans includes considerations about marine ecosystems
and marine resources, including biological diversity in the seas. This is an area in which AI
has long been portrayed as important in terms of surveillance of boats and the monitoring
of fisheries and fish stocks. This may, in theory, prevent another instance of the kind of
overfishing that led to the near-demise of the north Atlantic cod stocks [74].

Ocean acidification is another issue related to SDG14 and one that is partly caused by
a lack of achieving SDG13, as acidification is a result of uptake of CO2 from the atmosphere
and thus an indirect effect of the causes of climate change. While AI may be helpful in
monitoring marine ecosystems, the added benefits of AI in this respect are considered to
be insubstantial.

Furthermore, as overfishing is one of the main concerns in SDG14, the threat posed
by AI and monitoring systems in the wrong hands is potentially worse than the benefits
of using AI for good. AI can be used both to find and track fish stocks more effectively,
and also to find and monitor—and thus evade—those tasked with preventing illegal
activities at sea.

6.7. SDG15: Protect, Restore and Promote Sustainable Use of Terrestrial Ecosystems, Sustainably
Manage Forests, Combat Desertification, and Halt and Reverse Land Degradation and Halt
Biodiversity Loss

SDG 15—life on land—encompasses terrestrial ecosystems, issues related to land use
and degradation, and biodiversity. According to Vinuesa, et al. [1], AI may potentially
impact all subgoals positively, and they find proof of positive contributions for 88% of the
subgoals. They can imagine negative impacts for 33% of the targets but find proof of it for
only 8%.

The major reason for imagining positive impacts is related to increased surveillance
and monitoring systems, enabling us to more effectively identify species and areas at risk
and to counteract negative developments more effectively. Various sources of data are
important in this context, including registry data regarding weather, geology, and species,
and also satellite imagery, etc.

However, the impact of AI systems on these goals is currently largely unknown
and hypothetical, and it must be noted that surveillance and monitoring systems could
potentially also be used to prevent the attainment of this goals. Businesses may identify
more effective ways to exploit land and natural resources, and poachers, for example,
could also easily use satellite imagery and prediction systems to more effectively hunt rare
animals and exacerbate biodiversity loss.

6.8. SDG17: Strengthen the Means of Implementation and Revitalize the Global Partnership for
Sustainable Development

The implementation of the SDGs and the promotion of partnerships is an area in
which AI may serve a supportive role, for example, by way of monitoring systems for
compliance, etc., but it is not widely assumed that AI will play a key role in achieving
SDG17. Vinuesa, et al. [1] find evidence of positive AI contributions on 15% of the subgoals
and negative contributions to 5% of the subgoals.
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AI can, however, play a key role as the subject matter both for regulations and policy
for the partnership for sustainable development and, in particular, as a technology that
must be transferred and made more readily available for all in order to achieve just about
any of the SDGs in which capacity building in developing nations and the promotion of
equality and fairness is involved (which is, incidentally, just about all of them). The system
in which data-intensive AI is almost exclusively controlled by a small number of powerful
nations is a key inhibitor of the SDGs in general and thus an issue of great concern for
those working toward SDG17.

7. Discussion

This article shows that influential attempts to analyze the effects of AI on the SDGs,
for example by Vinuesa, et al. [1], overstate and overplay the evidence available for positive
AI impact. Simultaneously, potential negative impacts are disregarded. The conceptual
framework here presented shows that there are several reasons why this occurs.

First, they do not consider the impact of AI on the various subgoals. While a trivial
positive contribution to a subgoal is counted as one instance of positive AI contribution,
a potentially severe negative impact is counted as one instance of negative AI impact.
The threat could be many times greater than the positive contribution, but this is partially
neglected in their article, as they perform more of a counting game than a comprehensive
analysis of the ultimate impact of AI. By seeing AI in context and distinguishing between
the micro, meso, and macro levels, it becomes possible to evaluate (a) the overall impact on
a goal and (b) to see how a purported positive impact might simultaneously be associated
with negative impacts on other levels of analysis.

Secondly, they neglect the important insight that proof of the potentially positive
impact of AI will often simultaneously be proof that AI can be used to inhibit the goals.
Truby [19] demonstrates this in the context of finance and anti-money laundering (AML),
as he shows that the models used to detect money laundering can easily be used to make
money laundering more effective and avoid AML. This applies to a vast number of AI
models. Only by engaging theoretically with proofs-of-concept and the intentions of the
goals will such important implications be uncovered. Furthermore, as this implies that
a single proof-of-concept will often entail that AI might have both positive and negative
consequences, being able to evaluate the impact on the various levels of analysis is required
for reaching any conclusion regarding overall impact.

Thirdly, they overstate the possibility of evaluating the impact of AI through empirical
and quantitative methods as they downplay and disregard deeper theoretical analyses
and what they call “speculative” research. This article has shown that research based on
theoretical analysis and conceptual development is vitally important for understanding
the various dependencies between the SDGs and also how AI is connected to a wider
sociotechnical system that should not be analytically separated from the narrow technical
details of AI. Vinuesa, et al. [1] at times show that they are aware of the fact that AI may
benefit some groups and nations more than others, but their methods prevent them from
sufficiently reflecting this in their findings and quantitative reporting of the benefits and
harms of AI in an SDG setting.

As these points show, and as supported by the analysis, empirical and evidence-based
research must be supplemented by comprehensive theoretical analyses of the linkage
between the various SDGs and of AI as a part of a broader economic, social, and political
system [4].

Preparing the ground for using the SDGs as a framework for AI ethics in which context
and the sociotechnical system is taken seriously has been one of the main purposes of this
article, and the findings presented highlight the need for more research on the impact of AI
based on the conceptual framework presented. The article has also clearly demonstrated
that while AI can indeed be a force for good, it is also a cause for concern, and policymakers
and regulators alike must account for such concerns. One important role for the AI ethics
community is to help elucidate the impacts of AI so that policymakers and regulators can
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work on the basis of a more comprehensive understanding of AI impacts. This article has
shown how the SDGs constitute one important framework for AI ethics.

The Limitations of Using the SDGs for Evaluating the Impacts of AI

While the SDGs allow us to highlight many of the ethical issues related to AI, there
is also a blind spot related to the impact AI has on individuals in general, regardless of
where—or who—they are. While the SDGs allow us to highlight the problematic nature of
facial recognition, for example, this must be done by highlighting how AI is biased and
non-neutral. Issues of privacy are also not sufficiently understood through any of the SDGs,
unless they lead to unjust and discriminatory outcomes and practices. These issues may be
important regardless of their unequal impact. This highlights one limitation of the SDGs
and shows that complementary critical frameworks are also required. Moral and legal
theories, and the more fundamental human rights framework, provide a wide range of
tools to complement the SDGs. This will allow us to factor in the negative impacts related
to a loss of autonomy and liberty through, for example, automated decision making and a
loss of privacy.

Another limitation is that the SDGs are based on a fundamental techno-optimism,
as a wide range of goals entail using technology to solve the problems faced—even if
technology is often at the very root of the problems we seek to solve. If we turn to more
radical critical approaches, we might label the SDGs a shallow approach to the issues
we face today, while a deeper approach that allows us to consider the foundations of the
problems and imagine radically different solutions may be required [46]. The way of the
West has been to pursue science with the aim of reining it in and using it to control nature,
but other perspectives, such as indigenous perspectives [75,76], might serve as valuable
correctives that allow us to rethink our fundamental assumption about the nature of our
politics and what truly sustainable relations between humans and nature entail.

8. Conclusions

AI has great potential, but this potential is repeatedly overstated. This article has
emphasized that AI must been seen in a larger context, and that previous research on AI
and the SDGs have systematically understated the potential negative effects of AI on the
SDGs. Firstly, it has been shown that while AI may conceivably have isolated positive
effects on various goals, they are also part of a system that simultaneously counteracts
many of these effects. In addition, the article has shown that it is important to remember
that many proofs-of-concepts related to potential positive AI potential will in effect simulta-
neously demonstrate how AI may be used in ways to lead to negative effects on the SDGs.
Overlooking these aspects may take us from recognizing the actual positive potential of AI
into the realm of AI hype.

AI hype usually refers to overstating the capabilities of AI, and that is part of the
problem here discussed, as limited successes in closed experimental settings are not neces-
sarily transferable to the open systems of real life. Another way to hype AI is by analyzing
the SDGs as isolated and atomistic goals in which there are no important interlinkages.
By factoring in the indirect effects of reaching a few central SDGs, we can avoid overstat-
ing the importance of AI by not counting the same things multiple times. In addition,
a proper reading of the SDGs includes factoring in considerations of inclusivity, sustain-
ability, universality, inequality, and equity. By doing so it becomes much harder to label AI
an enabler of many of the goals.

Furthermore, AI can also be hyped by ignoring the context in which AI has been
developed and is still being developed and used. AI resides firmly in the hands of a small
set of actors, companies, and countries, and its ties to the capitalism of our age are strong
and cannot be ignored. The modern era has seen great progress—and growth—but it has
also fostered unrivalled inequality and environmental degradation. Seeing AI in context
requires the analysis of AI as a part of a larger structure and doing so shows that it is
intimately tied to severe threats to most of the SDGs. Ignoring this and arguing that AI is a
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decoupled and neutral technology that can save the world, is at best ignorant and at worst
deeply irresponsible and dangerous. These issues highlight the need for independent and
rigorous research on AI’s ethical implications and sustainability, and we would do well to
be cautious of regarding the research performed within the very system here referred to as
the final word on the sustainable nature of AI.
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