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CHAPTER I

What Is Collective Intelligence?

1.1 The Need for New Types of Collective Problem Solving

In the new era of digital communication, collective problem solving is
increasingly important. With the Internet and digitalization of informa-
tion, large groups can now solve problems together in completely different
ways than are possible in offline settings (Lévy, 1999). These novel online
technologies and practices challenge our conceptions of individualized
human problem solving in various domains, including art, science, indus-
try, business, education, technology, software design, and medicine. It is
urgent that we rethink our understanding of intelligence in a profound
way. Among scholars, collective intelligence (CI) is increasingly used as a
broad, multidisciplinary term to describe new types of collective problem
solving. This notion of intelligence is not about individual ability or
computer algorithms; rather, it describes how collectives of people, both
small and very large groups, solve problems. This book intends to give an
overview of some of the most important basic problem-solving mecha-
nisms that comprise CI.

Throughout our evolution, our most extraordinary ability as humans is,
without doubt, our ability to collaborate with each other. Our story is very
much about how we gradually learned to solve problems together in
increasingly larger groups. First, we started living in caves solving issues
in small numbers, from there we formed villages, and, with time, the
villages grew into kingdoms and nations. Today, many of us spend most of
our time in a global online setting. In this new setting of billions of people,
fresh ways of solving problems in large distributed groups are constantly
being invented in a wide range of sectors. Open online innovation and
citizen science are but a few examples of projects that center on open
invitations, allowing anyone to join. In addition, various platforms and
projects promote open online knowledge sharing, including the sharing of
both knowledge products (e.g. online videos, Wikipedia) and knowledge
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construction processes (e.g. argument mapping). There is also a growing
awareness that complex wicked problems, like climate change or COVID-
19, require innovative problem-solving approaches that build on the
combined scientific and political efforts of individuals and groups all over
the globe.

The increasingly popular concept of CI attempts to encompass this
development across various scientific fields. Concerning group size, studies
of CI cover anything from small group cooperation in teams in the offline
setting to large group cooperation in distributed online settings (Salminen,
2012). While some CI researchers still primarily examine the Internet and
development of a broad macro level (Heylighen, 2017; Lévy, 2010), others
focus on collaboration in small groups (Woolley, Aggarwal, & Malone,
2015; Woolley, Chabris, Pentland, Hashmi, & Malone, 2010).

However, the invention of the Internet undoubtedly renewed interest in
CI. Pierre Lévy coined the modern version of CI in 1994 with the book
Collective intelligence: Mankind’s emerging world in cyberspace. Inspired by
the recent invention of the Internet, Lévy (1999) defines collective intel-
ligence as a new universally distributed intelligence that constantly
improves and coordinates itself in real time. For the first time in human
history, the Internet made it possible for members of a decentralized
community to interact with each other within the same virtual universe
of knowledge. This made possible a new knowledge-producing culture
that built on rapid and open exchange of data and ideas. Lévy predicted
that this would lead to a fundamental change in how we think about
ourselves. Knowledge will no longer be about established facts, but
rather the essential part of an ongoing knowledge construction project
that includes all humans. The fundamental premise is that nobody
knows everything, everyone knows something, and all knowledge resides
in humanity. Inspired by Verdansky’s notion of “noosphere,” Lévy
predicts the emergence of a new collective intelligence at a global level
(Lévy, 1999).

Since the World Wide Web was created in 1990, it has grown enor-
mously from under 40 million users in 1995 to about 1.5 billion in 2009
(Castells, 2010). In 2020, an estimated 4.5 billion people are active
Internet users, encompassing 59% of the global population (source:
statista.com). The Internet makes it possible for most people on the earth
to interact, create, and exchange information in new ways that extend
previous space and time limitations (Castells, 2010). It builds on the
instant storage and transmission of information with no loss. The speed
of message transmission removes the problem of time delay and transport
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time. In principle, the outreach is global to all people who have access to
the Internet. This permits flexible and easy communication between
persons who are located in very different places (Brabham, 2013: 12-13).

These capabilities make it possible to scale up activities and increase
human collective capability in a range of different ways. As a result, people
share information and communicate with each other in a huge range of
online environments. During the last decade, participatory technologies,
originally coined by Tim O’Reilly as Web 2.0 (Alexander, 2006), have
connected a large amount of people and become increasingly important.
As the first generation of web software in the 1990s provided easy access to
a vast amount of information, it was still technically difficult to publish
information and produce web pages. The major change came with the
second generation of Internet technologies, which made it easy for anyone
to publish information and communicate with others. The Internet
opened up a range of horizontal communication networks within social
media, multiplayer online games and fan discussion communities. While
the traditional mass media (television, radio, newspapers) had unidirec-
tional links, the architecture in the networked information environment
has multidirectional connections among all nodes (Benkler, 2006).

These networks are built around peoples’ initiatives, interests, and
desires and are used to share all kinds of digital information such as texts,
photos, and videos. In social media, individuals constantly produce short
texts (e.g. Twitter), images (e.g. Facebook), or videos (e.g. YouTube).
These short messages are part of an ongoing online social dialogue, and
they are viewed by others immediately afterwards. Online cultural expres-
sions and personal experiences have become a fundamental part of our
daily life in the last decade (Castells, 2010). In addition, these new
networks integrate local and global media and transcend traditional
space limitations.

A fundamental premise behind this development is the radical reduction
of the cost of becoming a speaker. Because the cost is so low and it takes
very short time to reach others over the Internet, more people can find
each other and create something together. Before the age of the Internet,
there were only a few people who published their knowledge and opinions
to a wider audience, and the publishing channels were usually under
editorial control. Now anyone that can afford a digital device (like a cell
phone or laptop) can access the Internet and produce and publish digital
information. One consequence is that the traditional expert model of
knowledge production, which has been taken for granted for centuries, is
now being challenged. Increasingly, experts today not only compete for
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attention with each other, but with a large number of influencers and other
amateurs who create, publish, and share their own content. In this net-
worked information economy, knowledge production is much more
broadly distributed in society.

Some of these large, loosely organized groups of people have also been
surprisingly successful in building new knowledge products of societal
value. The rise of effective, large-scale cooperative efforts like Wikipedia,
which build on peer production of information, knowledge, and culture,
was considered to be the most radical new innovation in the network
society (Benkler, 2006). In the early 2000s, these new global online
communities gave promise of a bright new future which would bring
people from all over the world together. This development spurred a
new era for CI research. A decade ago, the research report “Harnessing
Crowds: Mapping the Genome of Collective Intelligence”, Malone,
Laubacher, and Dellarocas (2009) helped form a preliminary overview of
what could be regarded as a new research field. Inspired by global online
networks and communities like Wikipedia, the report proposes a relatively
detailed typology, specific “building blocks,” that can guide the design of
CI communities. The researchers also claim that CI has existed throughout
history. Therefore, the basic mechanisms are not new, but the main
difference is that the Internet has created a new type of web-enabled CI
that have resulted in new practices in fields like business and science.
However, the link between our present and previous history is not clari-
fied, and leaves the question open on how these new online practices are
similar or different from previous ways of solving problems.

Today, CI has become a multidisciplinary notion within a range of
different areas. The concept is used within disciplines such as psychology
(Woolley & Aggarwal, 2017), political science (Landemore, 2013), busi-
ness (Tduscher, 2017), complexity sciences (Heylighen, 2017; Stefanelli
et al., 2019), biology (Bonabeau, 2009; loannou, 2017; Vercammen &
Burgman, 2019), computer sciences and semantics (Alag, 2009; Lévy,
2010; Lollini, Farley, & Levy, 2019), and social media research
(Schoder, Gloor, & Metaxas, 2013). The recommended list of topics at
the annual conference on CI in 2020 illustrated the rich variety of topics:
human computation, social computing, crowdsourcing, wisdom of crowds
(e.g. prediction markets), group cognition, collective decision-making and
problem solving, participatory and deliberative democracy, animal collec-
tive behavior, organizational design, public policy design, ethics of collec-
tive intelligence, computational models of group search and optimization,
emergence and evolution of intelligence in biological systems, new
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technologies for making groups smarter, collective creativity and innovation,
citizen engagement and participation, citizen science, artificial intelligence and
collaboration, open source intelligence, collective computation, swarming,
voting mechanism design, and collective forecasting (Intelligence, 2020).
This overview shows that many different disciplines address separate aspects
of collective intelligence. CI encompasses a wide range of practices that move
beyond the individual level to include groups of peoples of various sizes who
use different types of technology (Mulgan, 2014, 20138).

However, since Cl is a relatively new academic concept, there are only a
couple of books that aim to provide a broad overview of the concept, the
field, and the different CI practices (Malone, 2018; Malone & Bernstein,
2015; Mulgan, 2018), including a few review articles (Peters & Heraud,
2015; Suran, Pattanaik, & Draheim, 2020). Although these publications
represent important steps toward unifying the field, they also show how
hard it is to summarize the field, primarily because of the lack of shared
concepts. Separate disciplines use their own terminology within their own
silo and there are few multidisciplinary studies. Although each discipline
provides useful research, there is still no general framework that all disci-
plines can draw on which can provide a shared understanding of the basic
mechanisms behind CI (Mulgan, 2018: 229-230).

According to Mulgan (2018: 229—230), the CI literature ranges from the
limitlessly broad to the highly specific. The narrow variants describe collab-
oration in small groups, while the broader variants describe the whole of
human civilization and culture (Mulgan, 2018: 1). For example, there is
disagreement on whether collaboration in teams or smaller groups in an
offline setting should be included in a definition of collective intelligence.
Aulinger and Miller (2014) claim some definitions of CI imply that almost
any collective action can be labeled as “collective intelligence.” With this lack
of precision, the concept may end up meaning nothing. They suggest the
exclusion of small groups or team intelligence from a definition of CI. Instead,
they propose that CI should focus on how individuals follow identical rules.
This emphasis on a narrow variant of CI illustrates the conceptual struggle in
this multidisciplinary field. Here, the basic question is whether CI studies of
small group collaboration have anything in common with collective work in
large global online communities. If this is the case, this connection needs to be
further explained within a shared conceptual framework.

Because CI is a new research area, a range of other terms are
obviously also used to describe the same or similar practices. One
example is crowdsourcing (Brabham, 2013) or swarm intelligence
(Corne, Reynolds, & Bonabeau, 2012). CI is also used to discuss
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nonhuman intelligence in some research areas, both animal intelligence
and machine intelligence. In one review, Salminen (2012) found that only
25% of the papers on CI discuss human intelligence. A majority of the
papers discuss collective behavior of cognitively simple agents such as
insects, robots, and simulation algorithms. One area addresses new pro-
gramming techniques used to analyze large amounts of quantitative data,
which people leave behind when they use the Internet (e.g. Alag, 2009).

Although the focus of human CI research varies substantially, the shared
assumption is that intelligence builds on some type of collective interaction
or problem solving. It is something more than a psychological ability
residing inside the head of an individual. For example, Jenkins (2009)
challenges the view of intelligence as an attribute of individuals, and
instead describes CI as being a new type of intelligence distributed across
an extended technological and sociocultural online environment. In line
with perspectives from distributed cognition, CI practices “offload” infor-
mation into the environment.

1.2 Theoretical Perspectives on CI

As a scientific field, CI is still largely undeveloped and untheorized. There
are relatively small research communities within areas such as computer
science, psychology, economics, and biology. Some research studies also
examine the interplay between human collective behavior and machine
learning, but it is still not clear how CI differs from machine learning.
There are few usable theories and a lack of analysis of CI at a large scale —
in organizations, cities, nations, and networks (Mulgan, 2014, 2018).
Typologies are practice-centered, often aiming to categorize and synthesize
different online CI practices without any use of a dedicated theoretical
framework (Malone et al., 2009; Suran et al., 2020).

Despite the lack of coherence, the scientific community has still iden-
tified some important mechanisms across different disciplines. First, at a
micro level, empirical studies have identified a general group intelligence
factor that explains problem solving in small groups. Second, many large-
scale studies of collective work are explained through different self-
organization mechanisms. Third, a vast number of CI studies, covering
both a micro and macro level, address the role of informational diversity or
cognitive diversity in different ways.

1. A general group intelligence factor
2. Self-organization

3. The role of diversity
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1.2.1 A General Group Intelligence Factor

Historically, the invention of the intelligence test establishes the intelli-
gence concept. In 1905, Alfred Binet designed the first version of this test.
It identified French schoolchildren with learning disabilities who needed
more support than other children (Binet, Simon, & Kite, 1916). At the
same time, Charles Spearman (1904) developed the theory of general
intelligence (or “g”) that proposed that a large part of a person’s intelli-
gence was built on a general problem-solving ability. It would persist for
many years before more complex definitions of intelligence were accepted
(Piaget, 1952). In recent time, there have also been attempts to extend the
notion of intelligence beyond its focus on human cognition. For example,
Howard Gardner (1983) described the existence of seven different types of
intelligence in his book Frames of Mind: The Theory of Multiple
Intelligences. Three types covered cognitive abilities (linguistic intelligence,
logical-mathematical intelligence, and spatial intelligence), and the four
others, musical intelligence, bodily-kinesthetic intelligence, interpersonal
intelligence, and intrapersonal intelligence, were new types of intelligence.
Intrapersonal intelligence focuses on the capacity to have knowledge about
oneself and control personal emotions, while socially orientated interper-
sonal intelligence describes the ability to understand and collaborate with
other people. Still, human intelligence today is primarily connected to
cognitive abilities and skills.

In contrast, CI research by Woolley et al. (2010) have found evidence of
a general group intelligence factor, labeled the “c factor,” in different types
of group work. This has even led to the development of a group intelli-
gence test, which is different from the cognitive tasks that are typical in
standardized individual intelligence tests. The test tasks cover four differ-
ent dimensions in authentic settings. The first task is about generating
something new, like brainstorming various uses for a brick. The second
category involves the selection of a pre-specified alternative, making groups
solve visual puzzles from a standardized test called Raven’s Matrices. The
third dimension includes negotiating tasks, challenging the group to
pretend they live together and have to plan a shopping trip. The fourth
dimension is about executing tasks, and letting the group type a long text
passage through synchronous online writing. In addition, other tasks
involve word-completion problems, spatial puzzles, and estimation prob-
lems (Malone, 2018: 31).

In the original study, 152 groups of two to five members were set to
solve a wide range of different tasks. Factor analysis of team scores
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identified one factor accounting for 44 percent of the variance, while the
second factor only explained 20 percent of the scores. Here, collective
intelligence is the inference one draws when the ability of a group to
perform one task is correlated with that group’s ability to perform a wide
range of other tasks. The first factor with significant explanatory power is
interpreted as a property of the group itself, not just the individuals in it.
Nor was this factor correlated with the average or maximum individual
intelligence of group members (Woolley et al., 2010). Other follow-up
studies have shown similar results in other settings across different lan-
guages, cultures, and activities (Malone, 2018: 32—42; Woolley et al.,
2015). For example, in high-performing teams playing online video games,
collective intelligence scores were significant predictors of their perfor-
mance in the game (Kim et al., 2017). The “c factor” has also predicted
performance for other more complex tasks such as playing checkers against
a computer or solving architectural design problems. In addition, the
highly collectively intelligent teams exhibited steady improvement in
performance across the series of tests, indicating that these groups also
learn faster (Malone, 2018: 32—42; Woolley et al., 2015).

According to Malone (2018: 41), the combination of all these studies
indicate that human groups have a kind of collective intelligence that is
directly analogous to what is measured by individual intelligence tests. He
highlights the distinction between (1) specialized intelligence and (2)
general intelligence in individual intelligence tests (Malone, 2018: 24).
First, specialized intelligence refers to the ability to achieve specific goals
effectively in a given environment. The equivalent of this type at a group
level will then be “group effectiveness.” However, intelligence tests have
been designed to predict your general intelligence or your ability to do a
wide range of other tasks beyond those in the test. People who have much
of this general intelligence are better at adapting to new environments and
learn more quickly. Likewise, general collective intelligence refers to the
group’s ability to adapt to new environments and perform well on a wide
range of different group tasks (Malone, 2018: 2425, 41).

Although some researchers claim there is insufficient support for the
existence of a collective intelligence construct (e.g. Bates & Gupta, 2017;
Credé & Howardson, 2017; Woolley, Kim, & Malone, 2018), there is
increased interest in the more general problem-solving abilities in groups
in both offline and online settings. However, we still know little about
which group processes or group qualities influence the “c factor.” There are
affiliated concepts such as group cognition and group mind. Within
sociology, both Durkheim’s concept of collective consciousness and

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

1.2 Theoretical Perspectives on CI 9

Gabriel Tarde’s notion of group mind move beyond the individual self in
their examination of societal beliefs in larger groups. In psychology, new
theories of learning also highlight the qualities of group discourse and joint
meaning making to a greater degree (Sawyer, 2006; Stahl, 2006).
Knowledge does not reside inside the heads of individuals, but in the
practice itself (Flick, 1998; Gergen, 1985). Likewise, this book analyzes CI
as a group phenomenon.

1.2.2  Self-Organization

Another strand of CI research examines different types of self-organization.
The first type of self-organization is at a macro level, describing the
Internet as a self-organizing super-intelligence that unites all human intel-
ligence into a worldwide network of information and communication. For
example, Heylighen (2011) uses the metaphor of a global brain to describe
the Internet as an intelligent, organism-like system, a brain of brains. CI
emerges from the collective interactions between humans and machine in a
global online communication network. This global brain is immensely
complex and self-organizing without any centralized control, and emerges
as an adaptive complex system. In an interview (Lollini et al., 2019), Levy
claims this type of self-organization can best be described as stigmergic
communication. Throughout our human history, improvements in CI has
followed from inventions that augmented the power of human language.
The invention of writing created a new collective memory that was further
developed with the invention of the printing press. Moreover, the inven-
tion of the Internet completely removes the constraints of physical space
and memory when knowledge becomes accessible from anywhere in the
world. This is not only communication from many to many, but also a
new way of connecting knowledge when it is stored in an online setting.
The stigmergic element refers to the intermediary of a common shared
environment that everyone uses. Almost the entirety of humanity can add
knowledge to this shared memory, which anyone can access. In addition,
every new trace of action on the Internet will continuously change the
relationship between the stored digitized data. In this sense, everybody
contributes to the transformation of the common memory at the same
time. Although CI is facing huge challenges today, Levy proposes that the
way forward is to design practices that can promote reflective communi-
cation between people in the online setting (Lollini et al., 2019).

The second type of self-organization describes the emergence of global
online communities. One example is Wikipedia, which has more than six
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million articles in the English version alone (Rijshouwer, 2019). Another
example is the development of open source software where many individ-
uals contribute at different points of time (Raymond, 1999). Mulgan
(2018: 76) also describes how stigmergy is important in self-organizing
systems like Wikipedia, or among open source software development
programmers who pass around tasks in the form of challenges until they
find a volunteer. Human stigmergic problem solving is an important part
of the analysis in this book (see Chapter 6).

Third, self-organization can build on market mechanisms, like the
“invisible hand” that self-regulates the market economy by letting everyone
pursue their own interests (Hayek, 2013). Widely dispersed markets use
price signals efficiently to coordinate large-scale activities. Markets can
adjust prices with little horizontal communication between the partici-
pants, but they are limited to the binary decision of whether or not to buy
something (Mulgan, 2018: 111, 115). In CI research, this type of self-
organization has been examined in studies of prediction markets (Buckley
& O’Brien, 2017; Malone, 2018) which is also a topic addressed in this
book (see Section 6.3).

A fourth type of self-organization studies swarm problem solving in
animals. Peters and Heraud (2015) claim biological studies of “swarm
intelligence” is one of six major areas within CI. It refers to the collective
behavior of social insects and flocking behavior (Mulgan, 2018: 232). For
example, Sumpter (2010) claims human collective behavior can be
explained through self-organization and different behavioral algorithms.
These principles, such as positive feedback, response thresholds, and
independent decision-making, are also present in different animal groups
and can inform our understanding of human societies. However, Willcox,
Rosenberg, and Domnauer (2020), claim there is no good theory that
explains how human swarms operate. Few studies examine large-scale
human collective work in the offline setting. This area of investigation is
labeled as human swarm problem solving in this book (see Chapter 4).

1.2.3  The Role of Diversity

In general, CI expects that new technologies will make groups better at
solving problems than ever before (Malone, 2018). The predominant
strategy is to scale up the size of the group and hope this can create more
diversity benefits. A prominent example is the book 7he Wisdom of Crowds
by Surowiecki (2005), which describes four qualities that make a crowd
intelligent. First, the group should be diverse, so different individuals can
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supplement each other with different pieces of information. Second, the
group needs to be decentralized, without anyone directing the answers
from the center. Third, individual opinions need to be aggregated into a
collective opinion. Aggregation typically depends on numerical contribu-
tions and statistical methods. Fourth, the individuals in the crowd should
act independently of each other.

In a historical perspective, it was the British scientist Francis Galton
who in 1906 first described the “Wisdom of the Crowd”-effect from a
scientific perspective. He visited West of England Fat Stock and Poultry
Exhibition, which had organized a contest where anyone could guess the
weight of an ox. Eight hundred individuals made guesses, but none had
the right answer. Galton decided to average all the guesses, and surprisingly
discovered that the estimate of 1,198 pounds was only 0.8 percent differ-
ent from the correct answer of 1,207 pounds (Galton, 1907). It was the
first scientific paper suggesting that a large group could be much more
accurate than individuals.

Today, the diversity prediction theorem, developed by Hong and Page
(2004) represents perhaps the most important theoretical explanation of
CI with its emphasis on diversity. The mathematical theorem explains the
relationship between collective accuracy and the diversity of predictions
based on expected errors. The theorem can be written as the following
mathematical proof:

The Crowd’s square Error = Mean square error of individuals —
Predictive Diversity (Hong & Page, 2004).

The theorem states that the error of a crowd equals the average squared
error minus the predictive diversity. First, the mean square error is the
average of the individual squared errors. It includes the errors each indi-
vidual has made as a distance from the correct or true value (Page, 2014).

Second, the prediction diversity equals the average squared distance
from the individual predictions to the average prediction. From a statistical
perspective, this is the same as the variance or how widely spread the
predictions are, but Page prefers to use diversity as a term to underline the
importance of variations in the predictions. This is the crowd diversity
dimension (Page, 2014).

Third, the crowd error is the squared error of the collective prediction. It
equals the average squared error (crowd’s prediction) minus the predictive
diversity. The crowd square error must always be smaller or equal to the
mean square error. Consequently, the prediction of a crowd must always
be better than or equal to the average prediction of its members. Much
better prediction requires a larger degree of diversity, while a crowd that is
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only as good as its average member will have no predictive diversity. The
main point is that when the diversity in a group is large, the crowd error
will be small. Therefore, wise crowds will rely on not only individual
accuracy (mean individual error) but also crowd diversity (Page,
2014: 1332).

Consider the following example. Two persons predict the annual snow-
fall in their hometown. Both deviate from the correct answer by 4 inches,
making the squared error equal to 16. If both guess 4 inches too many or
too few, there is no predictive diversity. The crowd error will then be 16,
equal to the mean square error (Theorem score: 16 = 16 — 0). However, if
one person predicts 4 inches too many and the other person 4 inches too
few, the crowd will provide the correct answer because the diversity of
predictions cancel each other out (Theorem score: 0 = 16 — 16)
(Page, 2014).

In essence, this theorem points to cognitive or informational diversity
being at the core of CI, and this book will further explore this topic in the
discussion of different types of collective problem solving.

1.2.3.1  The Many Wrongs Principle

Furthermore, the “many wrongs principle” and “the many eyes” principle
are two different principles that explain the benefits of diversity. In the
“many wrongs principle,” or “the generated framework” (Page, 2014),
predictions are modeled as the truth plus a disturbance. For example,
when a group of persons individually estimate (predict) the height of a
tree, each person will observe the height from a slightly different position
on the ground. Because of these variations in vantage point, each individ-
ual observes the true height plus some error term. When these errors are
made independent of each other, they will be diverse, and the aggregated
crowd error will be small because the individual random errors cancel each
other out (Page, 2014).

Answers that aim to be accurate must avoid systematic bias. For exam-
ple, in guessing the weight of the ox at the county fair, Galton (1907)
noticed that the individual judgements were less biased by passion and
joking because contestants had to pay a small fee to compete. This
prompted each competitor to do his best. The competition for prizes
probably also motivated contestants to make independent judgements
and not discuss their estimates with other contestants, thus reducing the
possibility of systematic bias.

According to the “many wrongs principle,” the crowd wisdom builds on
the aggregation of individually independent guesses that have random or
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symmetrically distributed errors. When many people with no particular
bias make an estimate, they will be equally likely to make errors on the
high and low side of the correct answer. By averaging the answers, these
errors cancel each other out because of the law of the large numbers. Under
these circumstances, the larger the crowd, the more accurate the estimate.
The limitation is the requirement of numerical contributions, which leaves
out many other types of collective problem solving (Krause, Ruxton, &
Krause, 2010; Malone, 2018; Page, 2014).

1.2.3.2  The Many Eyes Principle

The “many eyes principle,” or the “interpretive signal framework” (Page,
2014) provides an alternative explanatory framework by assuming that
accurate collective predictions build on diverse mental models. Because
people use different models, perspectives or heuristics when they solve a
problem, they also make different mistakes. These techniques or strategies
will vary depending on variations in life experiences, cultural background,
and formal training (Page, 2014). For example, if you estimate the tem-
perature outdoors, you will use your tacit “personal knowledge” that builds
on previous experiences of estimating the temperature. When a group does
this task, they will operate with uniquely different mental models, and the
aggregated average of the temperature will therefore often be very accurate.

When guessing the height of a tree, the “many eyes principle” does not
only include individual differences in vantage point, or the distance to the
tree, but it also involves the differences in the cognitive strategies individ-
uals use to estimate the actual size of the tree. For instance, do you try to
compare the height of the tree with other objects close by or do you know
how tall such trees usually are? When individuals build their estimation on
different heuristics, this increases the cognitive diversity and helps provide
a more precise estimate at an aggregated level. In the “many eyes princi-
ple,” individuals filter the world in their own unique way, and therefore
they will observe different approximations of the same phenomenon
(Page, 2014).

According to this principle, the wisdom of the crowd in the ox contest is
not about errors that cancel, but it is about the crowd providing a more
complete explanation. At the county fair, a relatively large group of
contestants was highly competent since they were butchers or farmers
(Galton, 1907). According to the “many eyes principle,” these individuals
would still probably have used different heuristics when estimating the
weight of the ox. One cognitive strategy could have been, “The ox is about
ten times my size — I weigh 90 kilos — therefore the ox should be around
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900 kilos.” Another strategy could have been, “Oxen at my farm usually
weigh 1,100 kilos, this ox seems to be a bit larger than average, so the
weight should be around 1,200 kilos.” The contestants who were not
butchers may also have contributed with important “bonus diversity” by
using relevant heuristics that are significantly different from how butchers
or farmers estimate the weight. Here, the threat is that many in the crowd
use the same mental models, which then leads to less cognitive diversity
and a more imprecise aggregate estimation.

This implies that the collective problem solving was relatively accurate even
with diverse individual perspectives. According to the “many eyes principle,”
errors still cancel out, not because of randomized draws, but because individ-
uals use distinctly different mental models that together provide a better
“collective mental model.” Because the world becomes more complex and
harder to predict, an individual model is likely to produce a large error,
resulting in a large mean error on the aggregated level. Then, according to
the diversity prediction theorem, the only way to keep the crowd error small is
to ensure that the predictive diversity is large (Page, 2014).

Another implication of the “many eyes principle” is that it is risky to
select team members based on their ability because they are then likely to
be less diverse from each other. The well-known catchphrase that “diver-
sity trumps ability” was originally inspired by a computational experiment
by Hong and Page (2004), where the simulation results surprisingly
showed that a diverse, randomly selected group of agents outperformed a
group of the best agents. The reason this happened is because in large
populations, the functional diversity of the group of individually best-
performing agents becomes very small. If you choose the two best problem
solvers from a large set, they are more likely to use similar perspectives and
heuristics. Under certain conditions, the model predicts that diversity
trumps ability, implying that it is better to select team members based
on diversity of heuristics than their individual ability. The best problem
solvers tend to be more similar, and IQ test scores will therefore not
necessarily be a good predictor of the team performance. The exception
is simple problem solving, such as some types of physical labor, where the
individual with the highest ability will also be the best team member
(Page, 2014).

The diversity prediction theorem covers collective problem solving at
both at a micro group level (Page, 2017) and a macro group level (Page,
2008). It has inspired theoretical work within epistemic democracy
(Anderson, 2006) and experimentation with new democratic models that
can better tap the “wisdom of citizen diversity” (Landemore, 2013).

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

1.3 Top Solvers in Online Innovation Teams IS

Although some question the relevance of using mathematical models to
describe cognitive diversity, the diversity prediction theorem still consti-
tutes an important theoretical premise for CI research. Cognitive diversity
assumes that better solutions build on a broader set of perspectives that
look at different parts of the problem (Page, 2018). Similarly, this book
describes distinctly different types of collective problem solving that aim to
provide a more comprehensive understanding of CI.

1.3 Top Solvers in Online Innovation Teams

In addition to reviewing relevant theory and CI practices, this book will
also examine new data from online innovation contests. These contests are
an important part of CI research. Page (2014) mentions these contests as
an interesting example of a new type of cognitive diversity that enables
thousands of problem solvers to participate in complex problem solving
and thus increase the likelihood of producing an optimal solution. Today,
specialized online innovation intermediaries often host these online
innovation contests.

In recent years, it has become more common to enable teams to solve
challenges instead of having a large number of individuals working sepa-
rately from each other. Mulddisciplinary teams can work on challenges
that are more complex by moving beyond simple aggregation, towards
combining and synthesizing ideas.

Several chapters in this book will include data on how top solvers
experience participation in such online contests, including both small
teams and larger groups. The data consist of selected excerpts from
80 interviews published on the IdeaConnection website, one of the most
prominent online innovation intermediaries. All the solvers in the corpus
have won a contest, so they are not representative of the large member
database, which includes many who have not won any contests. These
solver stories provide detailed, illustrative descriptions of the different types
of collective problem solving, especially collaborative problem solving.

The contest format at IdeaConnection has several design features that
aim to utilize cognitive diversity. The innovation teams will typically be
both multidisciplinary and multicultural, and a successful solution will
usually depend on this diversity. In this team contest format, individuals
are invited to participate in teams comprising four to five persons and a
facilitator. Only a few teams will compete for the prize, which increases the
chance of each team winning, compared with the contests in which anyone
can participate. At the same time, the diversity of proposed solutions
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increases because the competing teams develop solutions independently of
each other. These teams are also interesting because they illustrate complex
problem solving in an online setting. They point towards a future where
online CI is likely to become more important in collaborative problem
solving. While a significant amount of CI research today consists of
experimental studies, these teams represents an interesting supplement in
their descriptions of how collective problem solving unfolds itself in
“natural” online settings.

1.4 A Cultural-Historical Perspective on CI

According to Mulgan (2018: 2), CI needs to address the big question
today; how can societies and governing systems solve complex problems,
or how do collective problems find collective solutions? Until now a lot of
the CI research has addressed relatively simple one-dimensional problems,
while some of the most pressing tasks today reveal conflicting interests and
less clarity about what answers are right, which only time can resolve
(Mulgan, 2018: 26).

Machine intelligence and artificial intelligence (AI) is also another
important area within CI research (Peters & Heraud, 2015). However,
this book will highlight this type of CI as something different, being
primarily a human-to-human intelligence. CI mobilizes human intelli-
gence at scale, often linked through the Internet, and includes new ways
of organizing knowledge production and solving problems, as in
crowdsourcing (Mulgan, 2018: 16). Although machine intelligence and
ClI are often closely connected with each other, CI is assumed to build on a
different logic. According to Mulgan (2018: 237), ClI is the capacity of
groups to make good decisions through a combination of human and
machine capabilities. Our lives will in the future obviously become even
more interwoven with machine intelligence that both challenges and
amplifies us, but human collectives and human intelligence must still be
at the center (Mulgan, 2018: 6, 235).

As such, this will not be a book about machine learning or Al. Even
without computer science, the CI field is very broad. It covers both small
groups and large groups, and offline and online settings. One might even
ask whether there exists any general mechanisms across the multitudes of
settings and group sizes. Until now, most studies of CI describe new online
practices. Although a range of multidisciplinary models and definitions
have been introduced (e.g. Suran et al., 2020), none have, to my knowl-
edge, examined CI within a historical perspective. One reason may be that

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

1.4 A Cultural-Historical Perspective on CI 17

the short format of a research article limits the possibility for detailed
historical examination.

This book will address the lack of research in this area by analyzing how
ClI has evolved in a historical perspective. By including this perspective,
one avoids perspectives that rely too heavily on technological innovation in
itself, with the risk of ending up in technological determinism. Still, this
book assumes that it is not enough to adopt a historical understanding,
since major technological innovations are changing the way we solve
problems. CI should align with both former and recent historical
development.

From a Vygotskian perspective, the explanation of any human phenom-
enon, including CI, should consider both biological and cultural-historical
perspectives. A scientific study should not only focus on CI as an improved
product of what groups can achieve, but also investigate the processes by
which a phenomenon emerges and how it originated. The emphasis is on
human cognition in growth or transition, where different forces of devel-
opment follow their own logic. Both natural and cultural lines of devel-
opment interact with one another, but they are not necessarily united. It is
only through analytical abstraction that we can separate one set of pro-
cesses from others. A complete analysis of human psychological processes
should still aim to integrate these perspectives and their corresponding
explanatory principles (Wertsch, 1985: 17, 41—42).

Inspired by this methodology, CI is analyzed as a phenomenon com-
prising three types of collective problem solving: collaborative problem
solving, swarm problem solving and stigmergic problem solving. These
problem-solving types are not final or complete in any way. However, if
analyzed in combination, they provide a set of explanatory principles that
contributes to a more complex understanding of CI. The different types of
collective problem solving include a range of different practices at different
scales and levels, including both group work in a face-to-face offline setting
at a micro level and large-scale collective work in an online setting at a
macro level. In this sense, the book aims to contribute in establishing a
full-fledged discipline of collective intelligence (Mulgan, 2018: 4).

This book also examines this issue by describing the origins of the three
different types of collective problem-solving types. Although online prac-
tices are new, our societies accumulate knowledge and develop according
to specific historical mechanisms. Different types of collective problem
solving evolved gradually into more complexity in human history. This is
perhaps most evident in the chapters about the origins of human swarm
problem solving (see Chapter 5) and human stigmergic problem solving
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(see Chapter 7). The examination of the history of CI can also disclose core
mechanisms in collective problem solving that are still relevant for online
CI practices today.

Furthermore, a cultural-historical perspective avoids a reductionist
approach that provides an overly simple description of CI. The goal with
this book is to shed light on how CI practices today can contribute to the
development of a better society and not just improved progress within a
few narrow problem areas (Mulgan, 2018: 223). Hence, Chapter 13
analyzes the COVID-19 pandemic from a CI perspective. According to
Mulgan (2018: 6), CI is in many ways humanity’s grandest challenge,
since we need to develop our ways of thinking and acting together if we are
to solve the other grand challenges of climate, health, prosperity or war.

1.5 The Methodological Steps

The methodology in this book follows four steps, explained below in
more detail.

1.5.1 Step 1: Review Current CI Practices

In the first phase of this research process, I undertook an extensive search
of ClI literature to obtain an overview of the most common practices and
characterizations of the phenomenon. This phase dates back to the reading
of a report in 2011 (Malone et al., 2009). Over the following years, several
new scholars and stakeholders introduced new models covering a range of
fields and sectors; however, these models typically concern a relatively
small part of the multidisciplinary field. Chapters 1—3 comprise a summary
of these readings on CI. They constitute the main review of CI literature,
dividing the field into crowdsourcing and open online knowledge sharing
as two major areas. Within these areas, a few important CI practices have
been selected to provide a more detailed account. This approach coincides
with Mulgan (2018: 236), who suggests that an emerging discipline should
be descriptive and analytic, observing collective intelligence “in the wild”
in finding the most successful CI practices.

Chapter 2 describes crowdsourcing, a process whereby problems are sent
outside an organization to a large group of people — a crowd — who can
help provide solutions (Surowiecki, 2005). Online citizen science and
online innovation contests are of particular interest because of their societal
value. Within innovation, the two seclected examples are from
IdeaConnection and Climate CoLab, two innovation intermediaries who
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host different types of online innovation contests. One of these contests,
the IdeaRally, represents an interesting new crowdsourcing method that
allows hundreds of experts to participate in a one-week long intensive idea
building process. In online citizen science, Zooniverse (e.g. Galaxy Zoo)
and Foldit are selected as two prominent, but contrasting examples. The
online protein folding game Foldit stands out as a particularly successful
project that show what amateur gamers can achieve. The game design
combines human visual skills with computer power in solving protein-
structure prediction problems by constructing three-dimensional struc-
tures. Most successful solutions are team performances or achievements
made by the entire Foldit gaming community. All the examples in this
chapter illustrate successful case stories, and the detailed analysis identifies
basic problem-solving mechanisms in crowdsourcing.

Another important area in CI is open online knowledge sharing (see
Chapter 3). Open sharing is becoming more important in all major sectors
in society, including science, politics, education and innovation. This
sharing includes both the domain of expert-produced scientific knowledge
and massive amounts of citizen-produced practical knowledge. Because of
lower publishing costs, Open Access has become the new dominant trend
that makes research accessible to everyone. Increased production of open
textbooks gives a more readable access to scientific knowledge and reaches
a much wider audience. In addition, scientific knowledge construction
processes are becoming transparent. This includes the establishment of
many more open digital databases that allow anyone both to make their
own contributions and get free access to all the data (e.g. citizen science
project like eBird). There is also experimentation with making knowledge
construction processes more open, both within scientific discourse (e.g.
Polymath project) and the development of encyclopedic knowledge (e.g.
Wikipedia). In addition, the recent decade has seen an enormous increase
in amateur-produced practical knowledge, not only texts, but an abun-
dance of images and videos. Enthusiasts share their skills and passions
concerning any activity that might be of interest to other like-minded
persons. It also includes the sharing of political opinions, for example with
new digital technologies like argument mapping. Even some companies in
the business sector have begun sharing more of its corporate knowledge.

These CI practices address aspects of what Peters and Heraud (2015)
label as social innovation, new social practices that aim to strengthen civil
society by improving working conditions, education, community
development or health. This approach assumes that complex social prob-
lems require the involvement of engaged citizens. Citizens are capable of
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both co-evaluating and co-creating public goods and services that can
reform the public sector (Peters & Heraud, 20715).

My perusal of the literature suggests that both crowdsourcing and open
online knowledge sharing are central to CI, areas often highlighted at
conferences, in research papers or in books on the subject. However, this
does not imply that the CI examples are mainstream today. One example
is argument mapping, an interesting practice that is not widely used.
Online innovation contests and online citizen science (Chapter 2) are
new, but still relatively peripheral practices.

1.5.2  Step 2: ldentifying CI as Three Types of Collective Problem Solving

Collective problem solving is the core term in this book about CI. The
term covers a range of different practices across different group sizes and
periods, while retaining a common emphasis on aspects of problem
solving. The term differs slightly from what is typical among other CI
researchers, who often underline communication, coordination or other
system characteristics (e.g. Suran et al., 2020). The main advantage with
using problem solving as a term is that it intends to cover the “complete”
intelligent process. My readings of biologically orientated CI research
inspired me to distinguish between three types of collective problem
solving: 1. collaborative, 2. human swarm and 3. human stigmergic.
Research on both swarm behavior and stigmergy is relevant for a large
range of collective practices today. Subsequently, I searched for additional
research studies to enrich the descriptions of the particularities of these
subtypes (Chapters 4, 6, and 8), even when these studies did not explicitly
mention CI. The goal in the first part of the book is to give a detailed
description of the basic mechanisms that characterize these three types of
collective problem solving.

Chapter 4 discusses human swarm problem solving as a distinct subtype
of CI with biological antecedents in nest siting among honeybees and
flocking behavior. Building on recent biological research, this chapter
discusses five mechanisms that are also relevant for human swarm problem
solving. These mechanisms are decision threshold methods, averaging,
large gatherings, heterogeneous social interaction and environmental
sensing. Studies of collective animal behavior show that they often make
decisions that build on statistical rules (e.g. averaging, threshold
responses). Even when in a group, individuals will often seck and assess
information independently of others with the intention of optimizing
decisions through the “many wrongs principle” or the “many eyes
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principle.” Similarly, human “wisdom of the crowd” studies examine
similar statistical rules and principles like the importance of making
independent contributions. However, while early research on the wisdom
of crowds addressed the importance of independent contributions, newer
studies also examine the possible positive influence of dependent
contributions. The increasing variety of crowdsourcing studies are in this
chapter explained within the framework of different swarm mechanisms.
In the summary, four basic characteristics of human swarm problem
solving are highlighted: predefined problems, pre-specified problem-
solving procedures, rapid time-limited problem solving, and individual
learning.

Chapter 6 presents human stigmergic problem solving as a distinct
“solution-centered” subtype of CI with biological antecedents in the
trail-laying and nest-building of ants. Stigmergy describe how many indi-
vidual agents are able to coordinate collective action only by leaving
information in a shared environment. In this type of collective problem
solving, a version of a solution will already exist, either partially or
completely. The problem-solving process will, therefore, be a response
that changes the existing version of a solution by rating it, in the case of,
for example, an online video; re-estimating it through a prediction market;
adapting it like an open textbook or completing it like a Wikipedia article.
In human qualitative stigmergy, a preliminary part of a solution will be
stored in the system or medium, and individuals will then respond to the
unfinishedness of the solution in different ways. If many versions of a
solutions already exist, human quantitative stigmergy can also be used to
rate the most optimal solutions. In the online setting, solutions will be
continuously compared with each other. These stored solutions can solve
many different problems at various points of time.

Chapter 8 proposes collaborative problem solving as one of three
distinct types of CI. Collaborative problem solving covers a wide range
of disciplines and contexts, but this chapter primarily draws on studies that
have explicitly used CI as a scholarly concept. The most important finding
is the identification of a general group performance ability on a wide
variety of tasks. This group performance is analyzed in relation to four
dimensions that promote successful collaborative problem solving. First,
“working well with others” is not only analyzed as an individual ability, but
as a quality that emerges through the qualities of a symmetrical collabora-
tive relationship. Second, “cognitive diversity” describes diverse repertoires
in groups, also including multidisciplinary and multicultural diversity.
Third, “equal participation” emphasizes that everyone in the group should
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be allowed to bring in their perspective, and group discussions need to be
open-minded. Fourth, “joint coordination” is important in setting goals
together, dividing tasks and choosing relevant problem-solving strategies.
Solver experiences from online innovation teams exemplify how this type
of CI can move forward in a highly relevant authentic online setting.

1.5.3 Step 3: A Historical Analysis of the Problem-Solving Types

The third step is a cultural-historical analysis of each of the three types of
collective problem solving (Chapters 5, 7, and 9). It is assumed that all
problem-solving types build on mechanisms that humans already use.
Hence, both the historical and phylogenetical origins of these three types
of collective problem solving and their inner contradictions are examined.
In addition, this brief analysis explains how the different problem-solving
types evolved in complexity until our present day. CI is analyzed as a
practice that has evolved over time as humans have learned how to use
increasingly advanced tools. Sources include various previous books and
articles that describe the relevant historical practices.

Chapter 5 argues that the origins of human swarm problem solving can
be traced back to group hunting, which required rapid problem solving
during the hunt, but also planning activities. Collective actions build on
synchronization in the sense that every contribution from individual
hunters mattered. Another milestone was the emergence of premodern
trade, which enabled human groups to utilize informational diversity from
nonkin and even strangers. Knowledge was shared in new ways through
large gatherings and trade networks. The third major achievement was the
establishment of the first democracy in ancient Athens with institutions
such as the Assembly of the People, the Council of 500 and the People’s
Court. These institutions enabled a large number of individuals to engage
in rapid problem solving in a formalized manner. Individuals from all over
the Athenian territory met in the city to solve societal problems. These
historical examples show that human swarm problem solving is also a story
about our ability to solve problems in increasingly larger groups.

Chapter 7 trace the origin of human stigmergic problem solving back to
the invention of writing. Knowledge could now be stored, reused and
made accessible to others. A human collective memory was established
which made it possible to develop more complex societies. However, it is
the “copy-revolution” of the printing press that enables human stigmergy
to be used at full scale throughout society. The reduced cost of making a
book allowed for a much more flexible reuse and sharing of existing
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knowledge across wider geographical distances. All types of written knowl-
edge could easily be copied and made accessible to many more readers.
Human stigmergy evolved into new forms. Frozen stigmergic problem
solving describes how existing solutions in book format were copied and
reused at an unprecedented scale. The mass production of identical copies
made it possible to spread the same message to everyone across large
geographical areas. This led to a radical increase in available knowledge;
people began to learn faster from each other because knowledge sharing
was amplified. In addition, fluid stigmergic problem solving describes how
knowledge products were not only copied, but they were improved
through new book editions and translated, which further spurred collective
knowledge advancement.

Chapter 9 argues that the origins of collaborative problem solving can
be traced back to mutual collaboration, which built on the evolution of
more advanced forms of gestural communication. Elaborative collaborative
problem solving builds on this type of collaboration and requires proxi-
mate mutual interaction and sympathy between the collaborators. In
contrast, rule-governed collaborative problem solving centers on an idea
of fairness and requires that collaborators adhere to specific rules or norms
in their collaboration. At least two collaborative cultures were key in the
evolvement of this type of collaboration. First, stone tool learning required
deliberate practice and the presence of a community of learners with
norms. Explicit teaching and individual training built on purposeful
activities that were considered valuable, a collaborative culture which over
time made it possible to refine stone tools across generations. Second, it is
likely that hunter-gatherer groups were important in the development of
ideas on equal participation, building on reciprocity and norms that
emphasized equal sharing of food. Calculated reciprocity represents a
significant move away from the dominance of a few individuals in groups.
Equal sharing of food required increased control of emotions and the
establishment of norms that kept free riders out. A fair sharing of spoils
also permitted role differentiation in groups because not everyone had to
participate in the hunt in order to get food.

1.5.4 Step 4: Design of CI

The second part of the book examines in more detail how CI can be
successful in the scientific and political domain. The analysis covers three
interrelated dimensions: intelligent engagement (Chapter 10), intelligent
contributions (Chapter 11), and intelligent evaluations (Chapter 12).
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On one hand, CI points to the emergence of Open Science, an umbrella
term that describes a movement that aims to make scientific research
accessible to everyone in society. This involves both citizen participation
in scientific processes and the increased open sharing of scientific publica-
tions. On the other hand, CI orientates itself towards Open Democracy,
which is a term used to describe how the Internet and digital technology
can strengthen democratic participation and put ordinary citizens at the
center of political systems in new ways.

Chapter 10 analyzes the relationship between citizen participation and
citizen expertise, particularly in the political domain. New types of intel-
ligent citizen engagement are emerging, such as mass deliberation, mass
voting and social media activism. Mass deliberation describes the evolve-
ment of new democratic institutions that aim to recruit citizens in direct
participation. Two examples, the Citizens’ Council in Ostbelgien and the
online ideation platform Better Reykjavik, are part of this new trend. Mass
voting is another type of citizen participation that has received increasing
popularity because of the Internet. Technological platforms make it easy to
enable everyone to vote, such as the Five Star Movement does with its
party members in Italy. Social media activism has also become increasingly
important. This involves both informal political debate and political
activism, which the social movement My Stealthy Freedom exemplifies.
All these CI projects build on different conceptions of participatory
diversity. In addition, transparent collective work is important in promot-
ing intelligent engagement between large groups, both in scientific work
like crowd peer review or political processes like the Icelandic constitu-
tional experiment. However, there is a concern about the threats to
democracy that dysfunctional engagement presents, such as fake news
and echo chambers in social media.

Chapter 11 address how contributions are combined in different ways
when designing CI. One approach utilizes many different perspectives in
the same work, like in collective work on the same Wikipedia article.
Multidisciplinary innovation teams also include a diversity of perspectives
in creative problem solving. Second, contributions can be combined under
the assumption that the golden middle way is the best solution. One
example is the identification of a quantitative middle point, such as an
average, that provides the most accurate solution if contributions are
diverse. Another strategy is to find the middle way by developing a
balanced representation of all sides, as in collective argument mapping.
In addition, the middle way can identify commonalities, like the online
environment vIaiwan that lets the crowd find consensual statements in
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political conflicts. A third approach scales up the number of contributions
in the search for an unexpected solution. Many breakthrough ideas happen
at the outskirts of a field. Online innovation contests aim to bring in
creative outsiders or unknown others by inviting anyone to join.
Furthermore, most of the contributions in CI projects build on a
modularization strategy that splits a complex challenge into many
smaller subtasks.

Chapter 12 describes different types of intelligent evaluation. At all
group levels, most CI practices are reliant on some degree of explicit
evaluation of the collective work. Digital technology also makes it possible
to design metacommunicative feedback loops in most group work and
organizational work. While some systems build on shared coordination,
others let coordinators regulate the collective work. In the political system,
intelligent evaluations are at the core of any well-functioning democratic
system, from the nomothetai in ancient Athens to the Citizen Assembly in
Ireland today. These new institutions strengthen citizen metadiscourses
about important societal issues. A strong knowledge commons is also an
important basic condition for this type of critical discourse. In general,
digitized evaluations are becoming more common in society, exemplified
by online reputation systems that rate a person’s trustworthiness, not only
on business sites, but also in social media. However, there is increasing
concern about the negative consequences of evaluating persons in the
emerging reputation society.

Chapter 13 describes COVID-19 as a wicked problem and shows how
different CI mechanisms have been used to cope with the pandemic. The
first CI mechanism is the transparent flow of information during the
pandemic. Knowledge is being shared at a rapid pace in the global online
setting. Most of the big news sites provide citizens with updated statistics
on the spread of the virus. Another example is the governmental “test and
trace” strategy that aims to maximize information about the spread of the
virus at all times. A second CI mechanism is citizen responsibility. Citizens
in all countries have faced the challenge of complying with behavioral rules
enforced by the government. Rules on social distancing and voluntary
quarantines depend on citizen cooperation. Here, New Zealand stands out
as one of the most successful countries. Third, collective learning at a
system level has been important in dealing with the pandemic. One
example is South Korea, which learned a lot from the Middle East Virus
(MERS) in 2015 a couple of years before the COVID-19 outbreak. Their
learning from the past failures in coping with that outbreak made them
much better prepared than other countries.
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Chapter 14 explores what motivates individuals to contribute to CI
projects. If we think CI can benefit society, we need to understand what
motivates individuals to engage in collective problem solving. However,
both the complexity of the tasks and the required skill levels varies a lot. It
ranges from innovation contests that often look for individuals with
specific formal qualifications to citizen science project that require simple
image detection skills. In a historical perspective, we have more spare time
than ever before and many CI projects depend on this extra “time
resource”, but the competition with social media and other entertainment
services is fierce. The chapter examines a wide range of motivational
factors, such as being immersed, being recognized, being part of a com-
munity, learning as motivation, economic motivation and making societal
contributions. Statements from top solvers in online innovation contests
comprise an important part of the content in this chapter.

Chapter 15 concludes by describing two radically different future
visions of the intelligent society. On the one hand, instrumentarian
intelligence assumes that algorithms tracking human behavior can predict
human behavior more accurately than ever before. In Western countries,
this intelligence manifests itself in a new surveillance capitalism, with
companies like Google and Facebook constantly searching for behavioral
surplus in both online and offline settings. In the political domain,
instrumentarian intelligence seeks a reputation state built on a neobeha-
vioristic governing model. The most prominent example is the nationwide
social credit system in China that makes it possible to grade citizens on
different behavioral indicators.

On the other hand, civic intelligence highlights a use of technology still
controlled by the community and citizens, in contrast to the dehumaniz-
ing aspects of instrumentarian intelligence. While machine intelligence
also craves for informational diversity in its hunt for behavioral surplus,
civic intelligence seeks a broader diversity that includes not only informa-
tion, but also multicultural, cognitive, biological and participatory diver-
sity. The “fuel” of CI is people who are different from each other, with
different interests and unique perspectives. Civic intelligence also builds on
a strong knowledge commons and an open, shared collective memory. It
does not hide information to produce the best predictions but promotes
complete transparency and individual empowerment. In contrast to instru-
mentarian intelligence, CI still enables human-to-human intelligence, and
not the algorithms, to be at the core of human collective problem solving.
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CHAPTER 2

Crowdsourcing

2.1 What Is Crowdsourcing?

In 2006, Jeff Howe coined the term crowdsourcing as a way to capture
how large groups of people in the online setting were coming together to
solve different types of problem. By combining “crowd” and “outsour-
cing,” the new term emphasized how organizations made open calls in an
online setting to outsiders who could help them solve tasks that they had
previously completed within the organization. Instead of “outsourcing” the
task to one specific external expert or company, the new call invited
anyone to contribute. Today, crowdsourcing tasks vary significantly, and
can be anything from the design of a new product to a scientific problem,
but the problem is usually formulated in advance. The most important
advantage with inviting a large group of people to contribute is that the
outreach and the number of contributions offer more diversity and can
therefore potentially offer a better solution. The contributors are typically
unknown to each other and will have many different types of backgrounds
(Innocent, Gabriel, & Divard, 2017). Another aspect of crowdsourcing is
the emphasis on volunteering and self-selection of tasks. Although many
people receive an invitation, only the individuals who think they have the
skills and the time to contribute will participate (Brabham, 2013).
Today, crowdsourcing is receiving increased attention from a wide range
of stakeholders, like businesses, scientists, policymakers and funding agen-
cies. Crowdsourcing is part of open innovation, a new paradigm that
expects organizations to use external ideas to advance their innovations.
In open innovation, outsiders are valued because they can contribute to
new and unexpected ways of solving a problem. Before the invention of
the Internet, this type of innovation would typically happen at fairs,
conferences, exhibitions or through joint projects (Von Krogh, Netland,
& Worter, 2018). The basic assumption is that knowledge will always be
widely distributed in the economy, or in more popular terms, “most smart
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people work for someone else” (Bogers, Chesbrough, & Moedas, 2018).
More specifically, crowdsourcing resembles “outside-in” open innovation;
a strategy that involves direct use of ideas and knowledge from external
stakeholders outside the organization. By reaching out to new potential
problem solvers, the aim is to utilize a larger degree of cognitive diversity
(Chesbrough, 2017). Today, numerous businesses and other organizations
recruit outsiders to help them solve different type of organizational challenges
(e.g. Innocentive, IdeaConnection), design challenges (e.g. Threadless), sci-
entific problems (e.g. Foldit), IT challenges (e.g. Topcoder), financial chal-
lenges (e.g. Kickstarter) or broader societal challenges (e.g. Climate CoLab).
The goal will often be to find outsiders who can think “outside the box” and
utilize unconventional sources of knowledge. In addition, crowdsourcing
covers a range of simpler tasks or routine activities, like classifying images in
science (e.g. Galaxzy Zoo). Although the methods vary, all crowdsourcing
strategies assume that they can harness unique human knowledge in a way
that machine intelligence is not capable of (Franzoni & Sauermann, 2014;
Innocent et al., 2017).

In an attempt to better understand the basic collective problem-solving
mechanisms in crowdsourcing, this chapter will cover a broad range of
examples from both open innovation and citizen science, two of the
perhaps most interesting new areas in relation to the potential societal
benefits of crowdsourcing. In open innovation, the two examples are from
innovation intermediaries who host online innovation contests
(IdeaConnection and Climate CoLab). In citizen science, Zooniverse
(e.g. Galaxy Zoo) and Foldit are selected as two prominent examples that
will be introduced and analyzed in detail. Note that the examples chosen
are relatively successful case stories, and not failed examples. This is with
the intention of identifying in this chapter the basic problem-solving
mechanisms in crowdsourcing. In addition, the selection of topics and
case stories reflects those areas where it was possible to find relevant in-
depth information and relevant research studies.

2.2 Online Innovation Contests

2.2.1  Background

Organizations have always tried to use external expertise when they have
been unable to solve their own internal problems. However, because of the
easy access to a large number of competent individuals in a global online
setting, online innovation contests have increased in popularity in
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recent years. In these contests, a solution-seeking organization will host an
open challenge to solve a specific problem. The host can be a company, a
public organization or a nonprofit organization. Solvers will usually win
prize money, ranging from a few hundred dollars to several million dollars
depending on the complexity of the challenge. Some large organizations
host their own innovation contests (e.g. Cisco and Starbucks). One of the
most well-known examples is the Google Lunar prize contest that received
wide media attention in 2007. Contestants could win US$20 million in
prizes if they managed to land a robot on the Moon, travel more than
soo meters on the surface and send back high-definition images and video
(Innocent et al., 2017). However, in recent years it has become more
common to use intermediaries that help the solution-seeker in organizing
and hosting the innovation contest (e.g. marketing, answering questions,
selecting winners). Some intermediaries have been around for more than a
decade, with InnoCentive (founded in 2001), IdeaConnection (2007) and
Topcoder (2001) being among the first. While most platforms are orien-
tated toward research and developmental work, others, like ejeka, focus on
marketing. The innovation intermediaries usually offer a “package” of
support, like guidance in formulating an appropriate challenge, connecting
seeking companies with problem solvers, finding relevant technology, or
help strengthening innovation networks. Several intermediaries host hun-
dreds of innovation contests every year for their clients (Agogué et al.,
2017; Terwiesch & Xu, 2008).

Both Innocentive and IdeaConnection host contests in similar areas
such as chemistry, life sciences, medical science, engineering, IT and
business. The Topcoder Community specializes in IT and covers areas
within visual design, code development and data science projects. They
offer both innovation contests and paid crowd work to its over one million
members. Today, some of the intermediaries also address issues on social
innovation. For example, in November 2019, one public challenge on
polio eradication sought proposals on how to tackle anti-vaccination
propaganda on social media in Pakistan. There were three prizes of
$10,000 USD each and 316 active solvers working on a proposal
(Innocentive, 2019b).

Only solvers who provide successful solutions will receive the money,
transferring the risk of failure from the organization to the solver. Many
contests also have a winner-takes-all competition, where the likelihood of
being paid is relatively small. However, the size of the reward varies a lot.
In IdeaConnection, the public challenges will usually have prizes that
range from a few thousand to several hundred thousand dollars. More
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prize money will usually attract the most competent experts, while in the
low-prize contests; there will be fewer contestants, but a greater chance of
winning. In Topcoder, some of the prizes are very small (as low as $20),
because the tasks are relatively simple and have been split into many small
tasks through modularization. Here, many contests also have more than one
winner (e.g. first and second prizes) (Topcoder, 20192). The financial
awards are typically larger because this challenge requires more work
(Innocentive, 2019¢). Most intermediaries also use a fixed-price reward
structure, which is known in advance. The solution-seekers will therefore
know the innovation cost, and will only pay the prize money if the solution
is acceptable. Therefore, more companies today consider this innovation
strategy to be interesting because it can reduce innovation costs.

Another reason why innovation intermediaries are popular is that the
seeker can choose to remain anonymous throughout the solving process.
However, the degree of anonymity depends on the specific challenges and
the intermediary. For example, in Topcoder, the winning submission is
shared with the other finalists (Shafiei Gol, Stein, & Avital, 2018). After
the seeker has paid for the solution, the intellectual property is transferred
from the problem solvers to the solution-seeker. The solvers agree to this
before they begin working on the challenge (IdeaConnection, 2019b,
2019¢). The intermediaries are important because they have expertise in
dealing with legal issues concerning the transfer of the intellectual property
of winner solutions (Hossain, 2018; Innocent et al., 2017).

All the intermediaries are reliant on some basic requirements. They need
a large and diverse pool of talent which can connect with the solution-
seekers. Topcoder, which both arranges contests and offers paid crowd
work, has more than a million members. Another example is Innocentive,
which has 400,000 solvers with nearly 6o percent educated to Masters
Level or above (Innocentive, 20192). Most of the solvers are highly skilled,
with both a relevant educational background and working experience in
the field (Hossain, 2018; Innocent et al., 2017). However, in the public
challenges, anyone can submit a solution and, in principle, participation is
independent of age, gender, location, skill level, education or experience.
Solvers are not only professionals in work, but “amateur scientists” or
“garage scientists,” motivated by financial reward. For instance, in the case
of IdeaConnection, the solvers will also include students, retired scientists
and scientists not in full-time work (Hossain, 2018).

The innovation intermediaries depend on their members bringing into play
the untapped expertise from around the world. The large number of potential
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solvers is necessary because solutions must be produced within a short period,
both detailed proposals and working prototypes. If there are more experts in
the member database, this increases the probability of reaching a potential
solver with the optimal solution at that exact point in time. Because many of
the challenges require advanced creative skills, it will be an advantage to recruit
experts from many different fields, which increases the probability of arriving at
an unusual but relevant solution (Innocent et al., 2017).

The solving rate appears to have improved significantly over the last
decade. For example, Innocentive claims to have run over 2,000 Premium
Challenges, with a total payout of over $20 million. And in 2016,
80 percent of the prizes that year were awarded (Innocentive, 2019a).
This is a radical increase from the 30 percent solving rate that Jeppesen and
Lakhani identified ten years earlier (Lakhani, Jeppesen, Lohse, & Panetta,
2007).

There may be many reasons. As time has passed, the pool of expert
members has increased and the intermediaries have also improved their
ability to formulate challenges in a more precise way, thus increasing the
likelihood of finding the correct problem-solver. In the first phase of the
problem-solving process, it is important to give precise information
about the challenge. Members need to assess whether they are capable of
solving the problem quickly. This increases the likelihood of solving the
problem. Therefore, the innovation intermediary will often guide the
solution-seeking organization in describing the problem in a format that is
motivating and easy to understand. If the solutions to a problem
already exists, it is essential to describe the problem in such a way that it
is possible to identify the already-available solutions and customize it to fit
with a seeker’s problem (Hossain, 2018; IdeaConnection, 2019b; Innocent
etal, 2017).

Another probable reason why the solver rate has increased is that some
of the challenges have become easier to solve. For example, a technology
scouting challenge invites professional searchers to locate critical technol-
ogy that the seeker lacks. This challenge only requires that solvers identify
existing technology that can be reused in a new context. One solver also
states that some challenges primarily require laborious work, “I think this
particular challenge was rather straightforward but laborious. And this is
the trend I am seeing on IdeaConnection — rather than seeking ‘innova-
tion’ per se, companies find this an easy place to crowdsource a lot of very
cumbersome literature plowing.”" Some of the work is more time con-
suming than creative, although some element of expertise is still required.
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Still, although the innovation contests are organized in different ways,
they will typically require that solvers come up with proposals within a
relatively short period. Challenges range from a week (IdeaRally in
IdeaConnection) to a few months (Confidential challenges in
IdeaConnection). Because of the time constraints, the seeker will want a
very specific solution. Either solvers can work individually or in a group,
but in recent years, teamwork has become more common. Even
Innocentive, which originally organized only individual challenges, now
also offer team challenges where individuals can form their own teams.

2.2.2  The IdeaRally: Rapid Problem Solving in Large Groups

Recently, IdeaConnection have also introduced the IdeaRally, an interest-
ing new crowdsourcing method that allows dozens and even hundreds of
experts to participate in a one-week-long intensive idea-building process.
By increasing the group size, it is assumed that a quality solution can be
developed even within a very short problem-solving period. The large
group produces and refines a much larger number of ideas compared with
what a small team manages (IdeaConnection, 2019¢). One solver describes
it as a brainstorming process, “I think people are much more creative
together absolutely because you can’t just think of everything. With other
people, their comments and ideas can lead you off into other areas. So
brainstorming with multiple people is definitely advantageous.” The brain-
power of the large group is underlined, as well as how the group manages
to coordinate their action so they can pursue particular ideas. In one
specific IdeaRally, more than five hundred researchers participated during
a period of only a week. A solver describes it as a “great learning
experience”:

My first reaction to the IdeaRally® was the big surprise of having to
encounter so many people with so many ideas which were mostly interest-
ing. Now, my task became more complicated since I needed to put up some
ideas which were different from others. However, I soon discovered that
I do not really need new ideas all the time but could develop ideas from
others or build on others’ ideas . . . Building on the ideas of others is useful
to both individuals and also the sponsor. Philosophically, it is by such
collaboration, we all can move forward in life rather than an
unhealthy competition.

When so many ideas are produced, the solver discovers that he does not
have to invent new ideas but can instead build on others’ ideas. It
illustrates that it is possible to create online innovation contests that
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synthesize and refine ideas and not only rely on individual competition
between the contributors. According to the intermediary, often hundreds
of ideas are being discussed, and participants are challenged to criticize,
defend and expand upon ideas. A peer review process let participants vote
and rank ideas, and also move them to particular strings so they can be
discussed separately (IdeaConnection, 2019¢). One solver describes the
voting as an important part of the discussions because it makes it easy to
ignore bad ideas: “If it was a bad idea it would get down voted and ignored.
What was nice was that there was a lot of active discussion on some really
good ideas in terms of what’s doable and we know about, what hasn’t been
explored yet, and how do we build on things that have been explored.”
The participants vote on ideas, and this helps them move the discussion
towards the most realistic solutions. Ideas can both be virgin ideas or a
novel take on some already known ideas.

The design of the IdeaRally is interesting in that it makes it possible for
participants in a large-scale innovation contests to move beyond the
production of superficial ideas, a typical critique of different crowdsourcing
methods that build on aggregation of ideas. A solver illustrates this by
expressing excitement about this idea development process, “I was most
impressed with how an idea could evolve from something very simple to
one with several add-on features, simply by including suggestions and ideas
from the scientific community.” The solver underlines how an idea moves
forward rapidly from a simple to a more complex format through the large-
scale collective work. One explanation is that most of the contributors are
like-minded people who work in scientific communities. The same solver
also underlines how the discussion included a broader multidisciplinary
group that usually do not communicate with each other:

With global online discussions such as the Crop Yield IdeaRally®, it is so
important that we can collaborate with people in such diverse fields, people
we don’t typically have the opportunity to work with, or even talk to. It is
rare that we can work together globally and reach consensus on a single
issue, but an IdeaRally® creates a platform for scientists to interact in a
timely manner; it allows us to have an exchange of ideas that crosses
boundaries of normal modes of scientific interaction.

There are significant diversity benefits in multidisciplinarity, but the solver
also experiences a global platform that offers a type of scientific commu-
nication that is unusual in its boundary-crossing mode. In this specific
IdeaRally on crop yield, the solver reports that bioinformaticians, molec-
ular biologists, and agricultural and social scientists were all working
together. In addition, the strict deadline forces the group to rapidly reach
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consensus on a single issue. A solver is stunned by the amount of valuable
information that was produced, “The breadth of expertise was extraordinary
and the seeker received a huge amount of valuable information from people
who were knowledgeable in many areas.” Large-scale collective work can
produce a richer solution because of the “breadth of expertise.” Another solver
thinks this crowdsourcing method is ideal in providing a better overview of a
complex area, “I think that when you’re applying so many minds to some-
thing you have a better chance of teasing out important trends or important
themes in the data that can be extended into the future or that can have
possibility for innovation.” By including more people, the probability of
identifying the most important trends increase. This may be particularly
important in large research areas where it is difficult to be updated on all
the published research, “especially in biological sciences now, we have this
massive database of published literature. But any one single person can really
only mine so much of that data or literature on their own to get a background
on their research topic or what they’re trying to solve.”

In most innovation contests, there are several different types of chal-
lenge. For example, at Innocentive, the Ideation challenges aim to produce
a breakthrough idea, whether it is a technical problem or a new commer-
cial application for a current product. Theoretical challenges involve the
production of detailed description that can bring a good idea closer to
becoming an actual product, technical solution or service. Practical chal-
lenges require physical evidence that proves the solution will work accord-
ing to the predefined requirements (Innocentive, 2019¢).

In a typical contest, the challenges will be announced to a large pool of
members with potentially relevant expertise, and they will then be given a
relatively short period to solve the problem (e.g. weeks or months). Note
that the IdeaRally as a type of large-scale collective problem solving
involves hundreds of motivated solvers who have the opportunity to join
the project within a short time period. The solvers will also join and
contribute with quite different approaches, adding up to the necessary
cognitive diversity. For example, one solver contributed to the IdeaRally
by focusing “on the things I knew about.” He did not read any extra
sources, but only engaged in “the things that I wanted to talk about.” By
using the knowledge he already possesses, this makes participation time
efficient because he does not need to do extra research. Another solver is
more of a “knowledge synthesizer,” explaining that he contributes with a
breadth of his understanding, and “being able to put together information
from many different areas.” In addition, the solution-seeker organization
can invite individuals who they think should be part of the process.
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In this way, the IdeaRally is different from other crowdsourcing
methods in how it mixes both internal company members and external
expertise. Members from the internal organization can engage in the
discussion or just highlight ideas that solvers should explore in greater
depth. At the end of the Rally, the secker receives a document with all the
ideas and discussion. Although this type of contest involves many persons,
it can still be confidential. Typically, there are thousands of dollars in
prizes and awards offered each day to sustain motivation. In the end, those
who have provided the most valuable ideas also receive a significant award
(IdeaConnection, 2019¢).

Another interesting characteristic of the IdeaRally is that solvers enjoy
being part of this type of online community. One solver states that being
in one project with scientists from all over the world made “a deep
impression on him.” This setting enables all expertise in one field to meet
and discuss ideas. Another solver enjoyed the comradery of the group and
the feeling of being connected with people from all over the world that one
might not otherwise have met.

Several solvers also highlight the learning experience. One solver empha-
sizes the value of being in a transparent online environment where one can
access other ideas. He likes to “read everyone else’s ideas.” and describes it
as a learning experience:

I learned a lot. What I really liked was learning how other people would put
things together. How they would come up with their solution and the
different ways that people have of looking at the same problem. ... There
were all sorts of neat ideas that people had about parts of the plant, like

improving parts of the plant to improve yield that I had not thought of. So
I liked that a lot.

The solver enjoys the richness of perspectives raised when many look at the
same problem together. Likewise, another solver values the access to
others” ideas: “I think it was interesting from an intellectual perspective
to see some information from other people’s areas. It gave me some extra
depth in an area, and I actually came up with a potential invention, which
was in a related field. So that was an unexpected benefit.” This solver
claims that the access to “other people’s areas” triggered his own creativity
and was the reason why he came up with a “potential invention.” Likewise,
another solver emphasizes the excitement of building ideas in this way,
providing insights into other possibilities, “Working and building ideas
with one’s peers is very exciting and pushes one’s curiosity to a good level.
Beside this, ideas from other contributors can give you a great insight into
other possibilities in the science world. Reading and arguing about others’
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ideas is very exciting and thought provoking. It also builds on your
knowledge.” This solver also describes how the collaboration gave “insight
into other possibilities” and had a major impact because it was “thought
provoking.”

Furthermore, all the ongoing activities in the IdeaRally require that
facilitators keep an overview of the collective work. One solver
explains how several facilitators helped the large group to move forward
with some ideas:

Having facilitators was a benefit as they helped the participants to move
forward in the right direction by asking right questions or directing them to
what they need to do and what not to do. Personally, I benefited from a few
instances where they brought to my attention that a similar idea was posted
by another elsewhere. This could help me collaborate with that person.

In this specific case, the facilitator “matched” the solver with another solver
who was interested in the same idea, but had been working in another area
in the online environment. Another solver also mentions that the number
of ideas that are produced, risk fragmenting the debate, “I appreciated
having a facilitator onsite during the Rally. Having different perspectives
on one side opens up the discussion to out-of-the-box ideas, but at the
same time, diffuses the focus of the debate. The Facilitator helped in
keeping the focus on the matter that is discussed in the Rally and avoided
tangential discussions that would derail from the scope.” Here, the facil-
itator helps keep the focus on the matter at hand. The facilitator encour-
aged solvers to seek more in-depth information and not emain at a
superficial level.

2.2.3  The Climate CoLab: Transparent Innovation Contests

Furthermore, transparent online innovation contest is another crowdsour-
cing method that let contestants build on others” work in previous con-
tests. For example, in Topcoder, software development contests will
usually be modularized and split into smaller transparent pieces. Solvers
often develop a specifications document with a detailed system require-
ment. Afterwards, the winning specifications might become the basis for a
new contest during the problem solving, solvers also ask the seeker
questions in an open web forum, which makes this information visible
to all competitors. (Malone, 2018: 190-191). While most innovation
contests have a limited degree of transparency, the MIT Climate CoLab
platform is also different in how it allows all contributions and reviews
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to be open and visible to others. The Climate CoLab, a nonprofit organi-
zation afhliated with Massachusetts Institute of Technology (MIT), was
established in 2009. The contests invite people from all over the world to
develop proposals on what to do about climate change, including both
technical, economic and political issues (Malone et al., 2017). Anyone can
join, and by early 2018, the Climate CoLab community had over 100,000
participants. In total, more than 2,000 proposals have been submitted and
evaluated (Malone, 2018: 171-172). The goal of Climate CoLab is to
harness the collective intelligence of people from all around the world to
address global climate change as a complex societal problem. By engaging a
broad range of scientists, policymakers, businesspeople, practitioners,
investors and concerned citizens, the aim is to develop plans that can
achieve global climate change goals that are better than any that would
have otherwise been developed (CoLab, 2020; Malone, 2018: 179-180).

In the first three years (2009—11), the CoLab-activities organized a set of
annual online contests that addressed general topics like “What interna-
tional climate agreements should the world community make?” Some
proposals were interesting, but most of them tended to focus on some
narrow part of the overall global problem. They were limited in supporting
the development of complex solutions. Therefore, the contest format was
revised in 2013. The problem of climate change was divided into a family
of a dozen contests that all were related to each other, but they focused on
a different aspect of the same problem. For instance, there were separate
contests on how to reduce emissions in transportation, buildings and
electricity generation, how to change public attitudes about climate and
how to put a price on carbon emissions. With this new way of organizing
the contests, the proposals were more detailed and interesting. For
instance, in 2013, the winning proposal came from a nonprofit organiza-
tion in India, describing how small Indian farms could replace their
expensive, emission-intensive diesel irrigation pumps with cheaper and
more environmentally friendly foot-powered treadle pumps (Malone,
2018: 179-180).

However, the proposals were still limited because the contestants did
not look to each other’s work and try to combine ideas. To address this
issue, integrated contests were introduced in 2015 with a new prize
(currently $10,000) awarded to contributions that integrate and combine
existing proposals. This contest type aims to motivate the creation of
solutions that can address larger parts of the whole problem, because
entries from previous contests have to be reused. Some of these integrated
contests cover climate plans for the whole world, while others are
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orientated plans for the largest emitting regions (like US, Europe, China,
India) (Malone et al., 2017). Compared with the other innovation con-
tests, the openness and transparency is much larger in the Climate CoLab.
Contestants are given access to others’ work, and have to assess and review
this work in order to submit a proposal. The contest aims to utilize a better
mix of competition and cooperation in the same online environment. For
instance, the Popular Choice global winner in 2015 began originally with
work done by the user “biocentric stayathome mom.” After posting her
original proposal, several authors contacted her, and agreed to make a
global proposal that eventually included over 25 authors. Many of these
members did not know each other, and are now actively working together
to raise money for the ideas in their proposals (Malone et al., 2017). Here,
the contestants had to contact each other and collaborate in the production
of a new solution that combined pieces of previous work done by others.
A complex problem like climate change requires a multitude of different
types of knowledge about what to do in different places around the world.
By enabling more people with diverse backgrounds to combine their
knowledge, this increases the likelihood of producing better solutions.

2.3 Online Citizen Science

2.3.1  Zooniverse: Online Citizen Science Platforms

Citizen science is research conducted by amateurs or individuals who do
not necessarily have a formal science background. They voluntarily con-
tribute time, effort and resources toward scientific research in collaboration
with professional scientists or alone. Many citizen science projects build on
a long tradition of environmental research, but today they involve most
other scientific fields (Hecker et al., 2018). The last decade, the interest in
online citizen science has also increased significantly, and there are now
thousands of projects worldwide. On one hand, the digitization of infor-
mation (e.g. low-cost sensors) provides an opportunity to collect massive
amounts of data that need to be analyzed. On the other hand, the Internet
and smart phones has made it much easier for volunteers to engage in
citizen science in new ways. Individuals cannot only collect data them-
selves, but they are also involved in analyzing data that researchers
have collected.

As a resul, citizen science is both becoming more institutionalized with
the establishment of practitioner organizations in Europe (European
Citizen Science Association — ECSA), and the US (Citizen Science
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Association — CSA), and increasingly recognized as a distinct field of
research. In 2016, the first scientific journal dedicated specifically to citizen
science was established (Hecker et al., 2018). Compared with traditional
research, citizen science differs in the openness both of project participa-
tion and intermediate inputs such as data or problem-solving approaches,
which are widely shared (Franzoni & Sauermann, 2014). From this
perspective, online citizen science is an example of a new CI practice that
is of significant societal value.

If we look at online citizen science more specifically, it is worth
mentioning that there are several different online platforms that have
strengthened its visibility and accessibility. Many countries have their
own citizen science portal, such as Scotland (Scottish Citizen Science
Portal), the US (e.g. SciStarter, Zooniverse, CitSci.org) and Australia
(Atlas of Living Australia). These platforms have made it easy to create
new projects and also establish networks among participants and prospec-
tive stakeholders (Hecker et al., 2018). Today, Zooniverse is the largest
citizen science platform in the world, with more than 550 million classi-
fications done by 2.2 million registered volunteers, as of December 2020.
The online platform hosts a range of different science projects that invite
volunteers to analyze and interpret large datasets. Anyone can start a
Zooniverse project by uploading data to the platform. The projects cover
anything from counting penguins and drawing diseases in nuclear cells to
the digitization of historical records. Initially, most of the projects were in
astronomy. Before 2010, seven out of eight were astronomy projects, while
this only includes three out of ten projects in the period afterwards
(2010-14). Projects now involve a broader suite of ecology and humanities
subjects, and the amount of new users and projects have increased steadily
by around 30 percent a year (Graham et al., 2015). In December 2020,
volunteers could choose from 75 ongoing projects on the site. In total,
researchers have published more than two hundred articles using data
produced by these projects.

Originally, Zooniverse grew out of the Galaxy Zoo project. In 2006, a
spacecraft collected samples of interstellar dust particles from the comet
Wild 2. The particles in the sample were extremely small and NASA had to
take 1.6 million microscope images. However, because computers are not
particularly good at image detection, volunteers were instead given the task
of visually inspecting the material and reporting candidate dust particles.
The project, known as Stardust@Home, received a lot of interest from
astronomers all over the world (Michelucci & Dickinson, 2016). Because
of this success, the researchers created the online platform Galaxy Zoo the
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year after. Volunteers were invited to investigate millions of astronomical
images collected by the Hubble Space Telescope, the Sloan Digital Sky
Survey and others. Building on basic human pattern recognition, the image
detection tasks were quite simple, and anyone could therefore join the
project. Individuals were asked a number of questions about the shape of
a galaxy captured in an image (e.g. the number of spiral arms or how round
or elliptical they are). The project received 70,000 classifications per hour
within 24 hours of its initial launch and more than 50 million classifications
within its first year. Because of the positive media attention, this also
strengthened the public engagement (Crowston, Mitchell, & Osterlund,
2018; Graham et al., 2015). Concerning accuracy and reliability, the quality
of the work was ensured by letting multiple volunteers repeat the same
classification task. Because there are a small number of possible results, a
simple consensus rule is usually sufficient to merge the classifications. This
reduces the need for coordination, nor is it necessary to have any informa-
tion about the image or volunteer (Crowston et al., 2018). Because of this
success, it was decided to establish a cooperation with other institutions in
the UK and USA (the Citizen Science Alliance) to run a number of projects
on an online platform “The Zooniverse” that involved other fields such as
marine biology, climatology and medicine (Franzoni & Sauermann, 2014).

If we look at the overall mission of citizen science, the production of
scientific knowledge and publications is still vital, with peer-reviewed schol-
arly publications being the most important indicator of scientific success.
Likewise, the first main objective in the online Zooniverse platform is to
make scientific contributions. Usually, volunteers are involved in scientific
problem solving by transforming a huge amount of labor-intensive data
into a manageable “data product.” The data are usually not possible to
analyze with computer algorithms, and the tasks are still simple enough for
volunteers to do without any need for specialist knowledge or a formal
background in science. In a few cases, citizen science contributors have also
been included as coauthors in a scientific publication. In Zooniverse pro-
jects, such instances have only been observed in astronomy-related pro-
jects; specifically, variants of Galaxy Zoo, Planet Hunters and Solar
Stormwatch. The most common reason is that a citizen scientist has made
particularly significant and unusual discoveries when visually inspecting
datasets (Graham et al., 2015). For example, a citizen scientists found
Hanny’s Voorwerp, a novel astronomical object (Crowston et al., 2018).
However, while volunteers do classification tasks within the present
knowledge domain, it is more uncertain how effective they are in noticing
unknown objects outside the predefined classification schemes.
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Although volunteers seldom participate in the complete research process,
most researchers agree that they can make substantial contributions to data
collection and data coding. While there have been concerns about the data
quality, one of the most successful examples is eBird, which lets volunteers use
an online checklist program to report bird observations. The eBird project was
initiated by the Cornell Lab of Ornithology in 2002 and has resulted in more
than one hundred peer-reviewed papers. The success builds on a substantial
collection of data across both time and geographical areas. When most
volunteers also use the same observation scheme, it is much easier to do
rigorous data analysis afterwards and publish findings in scientific journals.
Since the data are Open Access, more researchers have also become interested
in the project and this has strengthened the scientific impact (Hecker et al.,
2018) (see more information in Section 3.2. Open Sharing of Scientific
Knowledge, Open Database Projects). However, not all projects end up with
scientific publications. Graham et al. (2015) find that almost half the projects
in the sample (7/17) from the Zooniverse platforms have not produced any
publications to date. The projects with most scientific publications are primar-
ily “early” projects within astronomy (e.g. Galaxy Zoo). Another interesting
new trend is that some projects now offer video analysis of animal behavior
(e.g. ape behavior in their natural habitat).

The second overall mission with citizen science is to strengthen the
public understanding and trust in science. The scientific engagement
emerges both through the informal learning of the volunteer work, and
through activities arranged by the educational system and museums.
Most citizen projects aim to recruit participants with various backgrounds
in an attempt to empower citizens to make scientific contributions.
Citizen science is also part of a policy that aims to create a more transpar-
ent government system. For example, most projects incorporate open
source software, open hardware, open data and Open Access publications
(Hecker et al., 2018). If we look at the online Zooniverse platform,
many projects use blogs, Twitter and Talk pages as a way of communi-
cating with the outside world. The projects also aim to educate and
change public attitudes towards science by offering opportunities of
learning. One example is that volunteers receive information about the
scientific publications that are a result of their project participation
(Graham et al., 2015).

While large public engagement has primarily happened in astronomy
projects, one exception is Snapshot Serengeti. This project studies migra-
tion and behavior patterns for a range of species in the Serengeti. Snapshot
Serengeti has a median number of 4.3 hours of sustained engagement per
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volunteer versus an average of just over 30 minutes for all other projects. It
has a median of 61 classifications provided by each volunteer, compared to
21 classifications in other projects (three times as many classifications).
A potential reason for this variation may be due to the different lengths of
time it takes to complete a single classification. Other better performing
projects tend to be in the area of astronomy, like Galaxy Zoo projects and
Planet Hunters. Overall, these measures show a significant contrast
between projects that have strong project appeal and those that do not.
A typical challenge in most projects is a high incidence of users leaving the
project after supplying a low number of classifications. (Graham et al.,
2015).

2.3.2  Foldlt: Citizen Science Games

Online games are also becoming more popular in citizen science projects
(e.g. EteRNA, Eyewire, Cancer Research). One important reason is that
gamification designs motivate participants to contribute over longer
periods and attract individuals with more time available (Hecker et al.,
2018). Today, the protein-folding game Foldit, a collaboration between
the Center for Game Science and the Department of Biochemistry at the
University of Washington, arguably stands out as the most successful
project. The online puzzle game is designed to enhance our knowledge
of protein structure and shapes, an area that scientists have struggled to
understand. This is important because a lot of biological research is reliant
on figuring out the three-dimensional shapes into which the molecules in a
protein chain will fold. These specific shapes explain how proteins func-
tion and interact with other proteins and cells.

However, since the configuration possibilities are endless, the most
common strategy has been to make computers identify the three-
dimensional movements of the protein chains. The disadvantage is that
the computation is extremely intensive. Therefore, back in 2005, volun-
teers were allowed to help by sharing computational power from their
personal computers. By chance, the screensaver was designed with a visual
interface that showed proteins as they folded. To the surprise of the
researchers, some volunteers began posting comments that suggested
better ways to fold the proteins. This spurred the idea that human visual
ability could supplement computers in doing protein modeling in a more
efficient way (Franzoni & Sauermann, 2014).

In 2008, Foldit launched an online multiplayer game that aimed to
combine human visual skills with computer power. Any person could join
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the game and attempt to solve protein-structure prediction problems by
constructing three-dimensional structures. Players compete against each
other in the lowest free energy of a protein model (Koepnick et al., 2019).
Because players did not need any background knowledge in biochemistry,
the game became an instant success, with several thousand users
signing up.

The basic gaming principle in these protein-folding puzzles is that
proteins fold to their lowest free-energy state. Computer power can
automatically calculate this energy level (Koepnick et al., 2019). The
players use the mouse to move and rotate the chain branches of proteins
in an attempt to find the most stable, low-energy configuration. A high
score indicates that the protein shape has a low energy state according to
the computerized energy function. The gamers use their spatial reasoning
ability to manipulate three-dimensional shapes in space (Cooper, 2016:
120). This special cognitive skill does not require any background knowl-
edge from biochemistry. Nor can computers do it effectively (Franzoni &
Sauermann, 2014). The game let the players create their own scripts or
short programs that automate game tasks. These scripts can improve a fold
or identify the part that needs to be improved. Hundreds of such scripts
have been publicly shared. All the collective work is also informed by the
computerized game score, which provide precise feedback on the most
useful strategies. If one high-scoring player shares a strategy, other players
pay attention (Nielsen, 2011: 147).

From the very the beginning, the players showed that they were good at
solving several difficult problems, and some players even outperformed the
best structures designed by the computer (Cooper, 2016: 120). Some
Foldit players even competed in the 2008 and 2010 worldwide competi-
tion of biochemists, using computers to predict protein structures, and
they performed as well as protein-folding experts (Nielsen, 2011: 147).
Because of this initial success, Foldit players were in 2011 given a challenge
that had puzzled scientists for over a decade. They were to figure out the
folded shape of a special type of protein associated with AIDS in monkeys
(Mason-Pfizer monkey virus). Astonishingly, two teams managed to
develop the most likely fold of the protein in only three weeks. The refined
structure provided new insights for the design of antiretroviral drugs.
These teams were also credited as coauthors in a paper published in the
journal Natural Structural and Molecular Biology (Cooper, 2016: 120;
Malone, 2018: 183). It is regarded as the first instance in which online
gamers solved a longstanding scientific problem (Khatib et al., 2011).
Another success came in 2012 with the remodeling of a computationally
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designed enzyme (the Diels-Alderase enzyme) so it could increase its ability
to catalyze chemical reactions. A typical problem with such designed
enzymes is that they have significantly lower catalytic efficiencies than
naturally occurring enzymes. The enzyme became 18 times more efficient
after the players had improved the shape (Cooper, 2016: 124—125; Eiben
et al., 2012).

The most recent trend in Foldit is de novo design of an entire protein.
In the first years, this challenge was considered too difficult for amateur
gamers. This is because the creation of a plausible protein backbone that
could be the lowest energy state of some amino acid sequences is an
extremely open-ended problem. In principle, there will be a practically
unlimited number of solutions, so computers cannot do this work. In a
recent experiment, Foldit players were repeatedly only given a week to
design stably folded proteins from scratch. Based on the results, the game
design was improved several times. Initially, most top-scoring designs were
not good enough, but after many iterations of model improvement, both
the top-scoring solutions and the game design improved (Koepnick et al.,
2019).

Most of the protein designs were exceptionally stable, including 56 of
the 146 Foldit player designs. The protein designs are comparable in
quality with those of expert protein designers, and the diversity of these
structures is unprecedented in de novo protein design, representing 20 dif-
ferent folds — including a new fold not previously observed in natural
proteins. These results are impressive especially because de novo protein
design is a completely new research area. The 56 successful designs were
also created by as many as 36 different Foldit players (the most prolific
player created ten successful designs); and 19 designs were created collab-
oratively by at least two cooperating players. It shows this is an achieve-
ment made by the entire Foldit gaming community and not just one or
two exceptional Foldit players (Koepnick et al., 2019). Because of the
diversity of contributions in the community, the players used more varied
and complex exploration strategies than computer-automated design pro-
tocols. Although the players lack formal expertise in protein modeling,
they have acquired a high level of knowledge and intuition just from
playing the game. It illustrates that human game players can be exception-
ally capable at finding and exploiting unanticipated solutions that are
otherwise unexplored by experienced scientists. One possible reason is that
gamers approach the problem in a different way than the researchers,
because they aim to get the best high score, not only solve a scientific
problem (Koepnick et al., 2019).
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During the years, players have also regularly made suggestions on new
automatic tools that could improve the game. The game has been modified
several times based on player feedback and observations of player activity.
Initially, most of the tools in the game did not exist, and the game design
has adapted to players’ best practices (Cooper et al., 2010). For example,
one player strategy, called “Bluefuse” involved wiggling a small part of a
protein, rather than the entire structure. It outperformed “Fast Relax,” a
piece of code that the researchers had worked on for quite a long time
(Khatib et al., 2011; Nielsen, 2011: 147).

Most of the active players are part of a team. While some players work
independently, most successful solutions come from larger teams which
have developed solutions collaboratively by building on each other’s ideas
(Franzoni & Sauermann, 2014). The successful teams consist of a mix of
players with different expertise who specialize in different parts of the
puzzle. For instance, some players will concentrate their efforts on the
start phase, while others are best at the end stages. The finishers or
the “evolvers” are usually highly skilled and at the top of the rankings.
They will complete puzzles that others haven’t been able to finish. The
players in a team also switch between being in a competitive and collabo-
rative mode. In one team, three or four evolvers would first compete against
each other in finishing a puzzle. Afterwards, they share their results with
each other and collaborate in the design of the final structure. The players
become better by studying each other’s solutions (Cooper, 2016: 124).

The game includes several scoreboards that lists players’ performance,
both individually and in teams. Many players form teams to improve the
rankings. In addition, there is an online community between the gamers.
Gamers communicate with each other in a forum, and they share infor-
mation about strategies in a wiki (Nielsen, 2011: 147). To attract a large
audience and prolonged engagement, the game designers have attempted
to develop a diverse reward structure, including short-term rewards like
game score and long-term rewards like player status and rank. Gamers also
motivate each other in chats and forums. Although players are motivated
by the competition, a survey of player motivation shows that the ability to
contribute to science is the most motivating factor. Social interaction is
also important, as well as the feeling of being immersed in the game
(Cooper et al., 2010).

Like in many other global online communities, a small group of
enthusiasts is vital in the Foldit community. There are many more regis-
tered participants than active participants. About two to three hundred
players actively attempt to solve most of the puzzles. Many drop out early
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because of the mandatory training period; new players need to complete a
series of 32 tasks (already solved) as part of a tutorial (Cooper, 2016: 121).
Furthermore, only 20-30 persons comprise the core who discuss the game
on forums, dominate in-game player statistics, write content for the game
wiki and mentor new players. In this group, participation is a very
important part of their leisure time activities. One survey shows that most
of these gamers have been playing for more than two years, spending about
15 hours per week. They enjoy being part of scientific activities. One
player illustrates this point, “the real point is that Foldit simply allows us
folks without the proper CVs, and [who] would crawl over broken glass to
participate given half the chance, an opportunity to do this stuff. It’s that
simple” (Cooper, 2016: 121). Most players emphasize that the game
requires skills such as patience, dedication and scientific inquisitiveness
(Cooper, 2016: 121).

The active players also have a similar background profile. Nearly 80 per-
cent are male, and 70 percent in this group are over 40 years old.
Interestingly, the large majority of these players have no interest in other
computer games (Cooper, 2016: 121). Although training matters, one
should be aware that some young people might have better visualization
skills than adults. For example, one of the best players is a 13-year-old
American boy. When thousands of people tried the games, the people who
were good at playing returned to the game. The broad outreach is impor-
tant in an attempt to recruit the few persons who possess great intuitive
visualization skills. They are often difficult to find, because the persons
may not even be aware that they have these special skills (Malone, 2018:
182-183).

2.4 Summary

In relation to CI, both innovation contests and citizen science projects
represent promising new ways in which large groups can help solve
problems of societal value. All the examples in this chapter illustrate how
outsiders or unknown others can make significant and valuable contribu-
tions within the framework of a predefined challenge. The formulation of a
specific problem makes it possible to bring a group of problem solvers
together, whether this is an innovation intermediary, a game challenge in
Foldit or a micro task in Galaxy Zoo. As mentioned in the introductory
chapter, the power of the group size is about crowd production of
cognitive and informational diversity, which leads to better or more
accurate decisions. However, if we compare the online innovation contests
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and citizen projects with each other, there are also significant variations in
the collective problem-solving process, concerning both the type of skills
that are used and the more specific crowdsourcing methods (crowd con-
tests vs crowd community).

2.4.1  Crowdsourcing Skills

In most crowdsourcing projects, the outreach is broad and anyone can
join. Most of the online communities have many more registered members
than active participants in a specific project, making self-selection of tasks
an important part of the process. The different examples show various use
of different human skills.

First, in some of the citizen science projects, the tasks are simple and the
contributions require only a very small amount of work. These projects
typically utilize visual perception skills that most people have by analyzing
images. Although the pattern recognition tasks are simple for humans to
do, computers have until now not been able to do such work effectively.
Project like Galaxy Zoo and Snapshot Serengeti shows that amateurs can
participate successfully in providing metadata to images that researchers
have already collected (Michelucci & Dickinson, 2016).

Second, some crowdsourcing projects aim to utilize special skills or
special interests that only a few persons have. For example, in the citizen
science game Foldit, the best gamers have exceptional spatial reasoning
skills that they may not even be aware. Such three-dimensional pattern-
matching skills are required to solve challenging scientific problems in the
game. Computers have not been good at performing such tasks because
the task also requires some degree of human intuition. Good gamers are
more likely to have these skills than good researchers are. In their struggle
to achieve the highest score, the gamers follow a logic that motivates them
to find “unanticipated solutions that are otherwise unexplored by experi-
enced scientists” (Koepnick et al., 2019). Not so differently, the Climate
CoLab aims to identify local solutions that would perhaps not otherwise
have been made public. In the open database eBird, volunteers can also
contribute with local information about birds. Here, passion and interest
in the topic will be more important than expert skills.

Third, online innovation contests will typically recruit highly skilled
expertise. Participation in such contests may take weeks or months of work
and will often require advanced expert skills. Innovation contests within
science and IT will require a significant amount of specialized background
knowledge or skills. Participants also know that the competition is fierce,
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with no guarantee of winning any prize money. This makes intrinsic
motivational factors more important, like passion for the work or learning
something new (Baltzersen, 2020).

2.4.2  Design of Crowdsourcing

In designing crowdsourcing, the examples show that crowds can either be
organized to aggregate a collection of contributions, compete against each
other, or collaborate and share ideas. First, several of the crowdsourcing
projects build on crowd competition, including both individual and team
competitions. In both Foldit and in several types of innovation contests
(e.g. InnoCentive) members create their own teams. While Foldit is built
around a game design with leaderboards that include a ranking of every-
one, the online innovation contests are centered on winning the first prize
by coming up with the best solution. In Foldit, there are no economic
rewards because gamers to a larger degree are intrinsically motivated.
Depending on the tasks foldit also displays many types of different
leaderboards. In innovation contests, economic rewards will be more
important. However, since the basic principle in innovation contests is
that “the winner takes it all,” solvers must also be intrinsically motivated to
sustain participation (Baltzersen, 2020). The size of the economic reward
depends on the size of the tasks. If the online contest and the tasks are
highly modularized like some challenges in the Topcoder community, the
prizes will be small. If the contest requires advanced skills, the prizes are
typically higher.

Second, several of the crowdsourcing projects aim to build a creative
crowd community. These crowds share knowledge openly, even when the
main activity is organized as a competition. In the IdeaRally, a large group
shared ideas as part of the competition. This environment produces many
ideas because of the large number of participants. The participants play a
more important role in evaluating the ideas, when they comment and vote
on them, as a part of the ongoing work. With the support of facilitators,
the community selects a few of the most promising ideas that they
continue to work with.

The integrated contests in Climate CoLab represent another example of
how a challenge invites contestants to combine and build on previous
winner solutions. The basic assumption is that Climate Change is a wicked
systemic problem that does not have any quick fix, but requires complex
solutions. Proposed solutions are part of a contest web that provide an
overview of a large number of contests and proposals that are interlinked
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with each other. This transparent contest environment aims to amplify the
sharing and development of new ideas.

Many Foldit players also share problem-solving strategies with each
other, and this might be easier when there is no prize money to top
performers. The recent experiment in de novo protein folding illustrates
that the achievement should be regarded more as a community effort than
a specific individual or team performance. The community of players use
more varied and complex exploration strategies than both computer auto-
mated design protocols and the small group of top-performing enthusiasts.
Some players even give advice in the further development of the game
design (Koepnick et al., 2019).

When problems are complex, ill-defined and unknown, it is likely that
such community approaches will be more effective. All these examples
illustrate that transparent crowdsourcing methods can be successful by
letting everyone produce, reuse and combine solutions that others have
already made. In these ideagoras, proposed solutions are commented on,
evaluated and enriched in a continuously iterative process. The process of
sharing appears to utilize the “many eyes” principle in a different way that
permits a much larger degree of synthesizing efforts than the competitive
mode.

Crowdsourcing has only been around for two decades and is still a new
and immature way of solving problems. Because of the online setting, it is
evident that this type of collective problem solving can be both a time-
efficient and cost-effective way of including a large number of contribu-
tions. The examples in this chapter illustrate that crowdsourcing can both
encompass simple and complex creative tasks. New crowdsourcing
methods are likely to be invented in the near future. This topic will be
further examined in the forthcoming chapters (see especially Chapter s).

Note

" This and the following quotations in this chapter are selected excerpts from
80 interviews of top solvers published on the IdeaConnection website. See
more information in Section 1.3 Top Solvers in Online Innovation Teams.
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CHAPTER 3

Open Online Knowledge Sharing

3.1 Background

This chapter addresses open online knowledge sharing, which some label as
the “memory component” in CI. Several different examples will be pre-
sented to illustrate how this new culture of sharing is emerging. Before the
time of the Internet, only a very small part of the population made their
opinions and knowledge publicly available to others. The communication
model was built around enabling experts to disseminate their knowledge to
the rest of the population. Today, the situation has changed entirely, with a
majority of the population publishing and sharing all kinds of information
with each other through social media. The costs of producing and publish-
ing both unimodal and multimodal content have almost disappeared,
permitting anyone to publish almost anything. Individuals do not need to
be passive recipients of the “wisdom” of certified experts, but they can now
publish their own opinion, information or product. Consequently, there
has been an enormous increase in people participating in the cultural
production and public conversation through the online setting.

A decade ago, this development was regarded as an amazing new step
towards a better society through a democratization of knowledge produc-
tion processes (O’Reilly, 2005). Benkler (2006) claimed these new online
networks strengthened individual autonomy and human freedom and
represented a fundamental improvement in human life. Everyone with
Internet access can now take a more active role than what was previously
possible in the industrial information economy. In the online setting,
individuals can produce their own cultural environment. They can do
more by themselves and create their own expressions. If a person wants to
publish something, one does not need help from others or a permit from a
licensing body. Individuals are also free to continue to develop and build
upon much of others’ creative work. The invention of new license systems
such as Creative Commons has also made it much easier for anyone to
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share their work in a flexible way. In a range of different sectors like
science, education and business, both amateurs and experts are now
sharing more knowledge than ever before.

In this chapter, examples of open online knowledge sharing will cover both
the domain of expert-produced scientific knowledge and the massive amounts
of citizen-produced practical knowledge. Not surprisingly, the sharing of
scientific knowledge has become much more effective with the Internet.
When the costs of publishing are reduced, open access has become the new
dominant trend that makes research accessible to everyone. Increased produc-
tion of open textbooks gives a more readable access to scientific knowledge and
reaches a much wider audience. In addition, scientific knowledge construction
processes are becoming transparent. This includes the establishment of many
more open digital databases that allow anyone both to make their own
contributions and get free access to all the data (e.g. citizen science project like
eBird). More of the knowledge construction processes are becoming open,
including both advanced scientific discussions (e.g. Polymath Project) and the
development of encyclopedic knowledge (e.g. Wikipedia). Furthermore, the
recent decade has resulted in an enormous increase in amateur-produced
practical knowledge, involving both the sharing of texts and videos.
Enthusiasts share their skills and passions concerning any activity that might
be of interest to other like-minded persons. It includes a wide range of content,
including more sharing of political opinion through video publishing and
argument mapping. Inspired by open innovation, even business has begun
to share more of their knowledge openly instead of concealing it.

3.2 Open Sharing of Scientific Knowledge

3.2.1  OpenAccess Publishing

In the history of science, the sharing of scientific knowledge has been an
essential part of how humans have advanced their collective knowledge
about the world. However, in the world of pen and paper, it was expensive
to produce and publish research papers. A published paper required
extensive typesetting, layout design, printing, and hardcopies of journals
had to be sent all over the world if scientists were to have access to each
other’s research. With the Internet, there is no need for printed versions,
and it is easy and cheap to distribute scientific papers. As a result, there has
been a gradual shift in the last 15 years from a pay-for-access model in
scientific publishing towards more open access (OA) publishing. There is
no consensus on the definition of OA, but the most influential definition, the
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2002 Budapest Open Access Initiative (BOAI), highlights that content must
be free to read and free to reuse. The long-term goal is to make all research
results openly available because this is how science can work optimally. Access
is important because new research should build on all previously established
results that are relevant. This knowledge will also be freely available to others
who can potentially benefit, such as companies, journalists and student
(Piwowar et al., 2018; Schiltz, 2018).

However, this transition is not happening without resistance. Publication
paywalls are still withholding a substantial amount of research results from a
significant part of the scientific community and from the rest of society.
Because the cost of subscriptions from the large publishing houses has
increased, more universities and libraries cancel their subscriptions (Piwowar
etal., 2018; Schiltz, 2018). Consequently, policy guidelines have been and still
are pivotal in supporting this transformation towards more open sharing of
knowledge products within science. A recent political milestone happened in
2016 when the EU Ministers of science and innovation decided that all
European scientific publications should be immediately accessible by 2020.

Moreover, Plan S is a new policy that aims for full and immediate access
of all scholarly publications from 2021, which are to be published with a
Creative Commons Attribution license (CC BY). Major stakeholders
(researchers, universities, libraries) and public funders of research in
Europe are supporting the plan. Several American research-funding insti-
tutions have now also made OA publishing mandatory, including US
National Institutes of Health, US National Science Foundation, and the
Bill and Melinda Gates Foundation (Schiltz, 2018).

Interestingly, some studies also find an “open access citation advantage”
(OACA), indicating that OA scientific papers maximize visibility and
receive more citations than other papers (Piwowar et al., 2018). In addi-
tion, the Plan S guidelines strongly encourage the early sharing of research
results and data through preprints. A “preprint” is the final draft of a
scientific paper, which is ready to be reviewed by a scientific journal for
publication. The publication of these preprints have increased the speed of
knowledge sharing, and it is now common that scientists publish a
preprint at a local institutional website, or through academic social net-
works like ResearchGate and Academia (Nielsen, 2011: 161).

3.2.2  Open Database Projects

Furthermore, digital databases are becoming increasingly important. One
example is the National Cancer Registration and Analysis Service, which
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links hundreds of thousands of cases of each year. It collects diagnoses,
scans, images and past treatments. These data are then combined into tools
that can help patients choose different treatment options and doctors in
their daily work (Mulgan, 2018: 28). It has also become easier to let
volunteers provide data to such online databases. There are examples from
many different areas and contexts, like in environmental research (e.g.
Luftdaten.info) and disaster management (Bhuvana & Aram, 2019).

One prominent example is the eBird project, a citizen science project
initiated in 2002 by Cornell University’s Laboratory of Ornithology. On
this website, amateur birdwatchers share their observations: what species of
bird they saw, when they saw it and where they saw it. Most contributors
submit checklists that give a complete account of both the birds that were
present and absent in the area. Still, doing this work primarily requires
available time as a resource, rather than a very high level of expertise about
birds. In addition, some organizations and federal agencies upload and
share their data on eBird. In 2016, over 270,000 volunteers had provided
over 280 million bird observations. At an aggregated level, all the submit-
ted observations provide a unique overview of the world’s bird
populations.

The website offers intuitive graphics and maps that show the density of
particular birds in different locations. These maps are useful in tracking
how climate change influences bird populations. They can also be used to
inform the public. In total, 120 scientific publications have used data from
the site, showing that the database has produced a significant amount of
scientific knowledge (Cooper, 2016: 44—49).

The volunteer birders will typically be motivated by a desire to help bird
conservation. In one incident, the Nature Conservancy in the United
States used eBird data to decide which “pop-up” wetlands to fund during
bird migration through Central Valley in California. The Pacific Flyway is
a migration route for shorebirds traveling the Artic to South America, and
the Central Valley is the natural stopover site for migrating water birds. It
supports 30 percent of shorebirds and 6o percent of waterfowl, thereby
hosting the highest density of migrating waterfowl in the world. The
problem is that more than 95 percent of the original wetlands have been
lost, and because of extreme drought in the region, the migrating birds
have even fewer stopover sites. In this situation, the Nature Conservancy
decided to help these birds by renting land from farmers and creating
artificial “pop-up” wetlands. The key to the project’s success was about
identifying the right acres to be flooded at exactly the right time. Here, the
citizen science data in California are invaluable, with over 30,000
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checklists of the area. With the help of these data and high-performance

computing, the eBird team was able to forecast where birds were likely to
be present. Farmers in specific locations temporarily filled their fields
with a few inches of water during spring and fall migration, in periods
of six and eight weeks. All 57 species of shorebirds and a total of
220,000 birds were recorded in these pop-up wetlands during migrations
(Cooper, 2016: 44—49).

Members in eBird also become part of a global network of birdwatchers,
with both amateurs and researchers sharing checklists. Many use the site to
locate where birds are in a specific area when they are planning birding
trips. While millions visit the site, only a very small percentage of these
users submit the vast majority of bird sightings (Cooper, 2016: 44—49).

3.2.3  Open Textbooks

Open textbooks is a third emerging area, which shares scientific knowledge
in a format more accessible to a wider audience. The digital version is
made freely available with a license that usually also allows modification of
the content. The print version will typically resemble a traditional text-
book, but at a significantly lower price. In tertiary education, one challenge
today is that the cost of textbooks prevents many students from buying
them. In one recent study from a large private university in the US, more
than half of the students said that they had not purchased a textbook
because of cost (Martin et al., 2017). Likewise, in another study, Feldstein
et al. (2012) found that only 47 percent of the students purchased the
paper textbooks, but when they switched to an open textbook, 93 percent
of students reported reading the free online textbook. The cost of text-
books is a barrier especially for students from lower socioeconomic back-
grounds (Feldstein et al., 2012). Other studies also show that the use of
open textbooks is as good as other alternatives concerning content quality
and student performance (Delgado, Delgado, & Hilton III, 2019; Hilton
III et al., 2019; Jhangiani et al., 2018; Pitt et al., 2019).

Some of the most successful projects have received both financial and
political support. For example, in 2012, the Ministry of Advanced
Education announced its economic support for the creation of open
textbooks for the 40 highest enrolled subject areas in the post-secondary
system. The University of British Columbia (BC) in Canada was respon-
sible for running the project, and it resulted in 180 open textbooks during
the five first years. In June 2019, the site estimates that over 100,000
students have saved a total of approximately ten million dollars, involving
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more than soo Faculty at over 40 institutions (open.bccampus.ca).
Another example is OpenStax, an open textbook publisher based at Rice
University in Houston, which since 2012 have published 29 free, peer-
reviewed, openly licensed textbooks for the highest enrolled high school
and college courses. More than six million students have used these books.
In 2018, 2.2 million students in 5160 institutions saved a total of $177
million by using free textbooks from OpenStax. This includes approxi-
mately half of all US colleges. In addition, many schools outside the US, as
in the UK or Poland, use the textbooks (Ruth, 2018). In contrast to the
BC textbooks, OpenStax is reliant on philanthropic funding. Authors are
usually paid to produce curriculum-aligned textbooks, which are both peer
reviewed and regularly updated (Pitt et al., 2019).

Until now, the usage of open textbooks has largely been confined to
North America (Allen, 2018). Although the cost of textbooks is a more
significant barrier among US students, there is, for example, a rising
concern around student costs in UK higher education (Pitt et al., 2019).
Therefore, an increasing number of institutions have now begun to fund
the production of open textbooks. These books are used much more often
than other forms of Open Educational Resources (OER). One likely
reason is that it is easier to use these books in the same way as traditional
textbooks, not having to change any part of the pedagogical practice. If the
quality of the book is sufficiently good, the cost savings will motivate a
change (Pitt et al., 2019). Another advantage with open textbooks is their
availability in different formats, making the book readable on
digital devices.

However, there are still significant barriers. First, it is a challenge to find
the relevant high-quality open textbooks that meet users’ needs. Although
a large amount of content has been produced, it is archived in local
repositories that are not necessarily connected with each other. Neither
are all repositories well organized, making it difficult and time consuming
to find the best open textbook (Al Abri & Dabbagh, 20138).

Second, quality assurance of open textbooks is important because
people are still skeptical about the quality of free and open resources.
Consumers often use price as a measure of quality if they do not have
access to other measures of quality. A free textbook is assumed to be of
inferior quality compared with a costly textbook (Abramovich & McBride,
2018). Therefore, textbooks and other OER materials will have to be peer
reviewed because this is the most legitimate quality control processes in
academia (Al Abri & Dabbagh, 2018). For instance, when The Open
Textbook Network runs workshops at member universities, it encourages
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participants to review open textbooks. Open reviews also make the quality
of the textbook transparent, adding an extra advantage to traditional
textbooks (Pitt et al., 2019).

Third, the open license makes it possible to adapt or change the
educational content, but people still lack an understanding of how this
can be done. Nevertheless, this is important to ensure that the quality is
maintained over time (Al Abri & Dabbagh, 2018).

3.2.4 Wikipedia

The online encyclopedia Wikipedia represents one of the largest
knowledge-producing communities in the world. It has greatly extended
our ability to provide “vast and complete” encyclopedic knowledge. It was
established in 2001, and by 2020, the English edition of Wikipedia had
more than six million articles (“Wikipedia:Size comparisons,” 2020). Every
article will usually also have a large number of internal links to other
articles and external links to more relevant information on the web, and
the complexity of the encyclopedia is also displayed through the enormous
number of articles that are linked together. The sheer size, the open
invitation to participate and the quality of the content have made many
researchers claim that Wikipedia is the ultimate example of what CI can
achieve in its attempt to support a more informed global society (Benkler,
Shaw, & Hill, 201 5; Bonabeau, 2009; Castells, 2010; Malone et al., 2009)

Common sense suggests that if amateurs without payment or ownership
make millions of contributions, the quality of the work will be poor.
However, studies have shown that the quality is comparable to traditional
encyclopedias (Giles, 2005), and that vandalism and inaccuracies are often
quickly reverted (Kittur & Kraut, 2008). Today, Wikipedia is one of the
most important sources when looking for reliable and valid information on
the Internet. It is the world’s most frequently used source of medical
information, not only used by patients, but also health professionals. For
example, in 2017, the English language medical pages registered more than
2.4 billion visits, far more than websites like those of the World Health
Organization (WHO). An article on pneumonia has 8,000 views a day.
The popularity makes it even more important keep the articles updated
with reliable information sources, so all stakeholders can access the same
background information (Murray, 2019).

The production of articles introduces new types of collective writing.
Articles are constantly modified and updated, and are in this sense never
completely finished. With this as a premise, contributors only need to
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publish a draft version on an article and expect unknown others to
continue the work on the article at a later point in time. Work on the
articles also includes a range of different microtasks, such as keeping an
article updated with new information, removing “nonworking” links, and
adjusting the article to an encyclopedic format. Often, it will not be too
difficult to find relevant secondary sources to use in a Wikipedia article,
and a lot of the writing translates content between encyclopedias in
different languages.

The writing process is special in that most articles can be changed by
anyone at any time. Revisions continue until there is an informal consen-
sus that the article has reached a suflicient level of quality. There is no
hierarchical editorial process. If two people disagree on the content in
an article, they are strongly encouraged to find a solution on the specific
article’s talk page. Here, anyone can discuss issues regarding a specific
article, like shortcomings, improvements and even a proposed deletion of
the article. Because everything written on Wikipedia needs to have a
source, this is an essential component to all articles, and often a popular
topic of discussion. Most of the editors have never met each other in real
life (Carleton et al., 2017; Malone, 2018: 117).

For example, Wikipedia’s medical pages require that all content refers to
a high-quality secondary source which is regarded as being more reliable,
with less content bias. One avoids primary sources because this informa-
tion can be refuted. The articles aim to represent the current state of
knowledge, presented in an impartial manner. Organizations with a
mission of disseminating information, like Cochrane and Cancer
Research UK, are therefore now collaborating with Wikipedia. Since
the encyclopedia is widely used, increased engagement from health pro-
fessions can provide better information to everyone about health issues
(Murray, 2019).

Although the Wikipedia user community is without a centralized struc-
ture, it still depends on a range of different norms and policies that guide
actions. Guidelines help contributors to write appropriate articles within
the genre of an encyclopedia and resolve conflicts between contributors.
Although anyone can participate and contribute to Wikipedia, many
norms regulate online behavior. Instead of letting a central body monitor
all behavior, the Wikipedians monitor each other (Carleton et al., 2017).
The norms build on a general hacker ethos, and include sentiments such as
“Be bold” and “Leave things better than you found them.” The Wikipedia
community resembles a participatory culture in its emphasis on behavioral
guidelines like “civility,” which refers to a social policy that encourages
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respectful and civil participation. Contributors should both try to under-
stand others” positions and “strive to become the editor who can’t be
baited” (“Wikipedia:Civility,” 2020). The guideline “Assume Good
Faith” refers to the treatment of others as if they have good intentions
and one should avoid accusing others of harmful motives without clear
evidence (“Wikipedia:Assume good faith,” 2020). If a disagreement is not
solved, the debate can involve a third party (Algan et al., 2013; Carleton
et al., 2017). These social norms are an important reason why the com-
munity manages to produce articles of high quality.

A major concern in open editing is that, when anyone can change an
article, how can we trust that the information is correct? Wikipedia tackles
this through the participation of a dedicated community of Wikipedians,
volunteers who continuously monitor articles and receive automatic
alerts when articles are changed. This makes it possible to quickly remove
vandalism and restore the original article. Other controversial edits are
discussed on the articles talk page until consensus is reached. The
norms emphasize a civil, open debate in an attempt to produce unbiased
objective content (Murray, 2019). An important technical feature in the
wiki software is that it stores all edits permanently, making it possible
to trace and restore previous versions of both articles and discussions. This
makes the production environment very transparent because the
complete decision-making process can be scrutinized by anyone at any later
point of time. The success of the online community is reliant both on this
transparent quality control mechanism and on specific social norms.

3.2.5  The Polymath Project

The Polymath Project, initiated by Fields Medalist Timothy Gowers in
2009, is another interesting example of open scientific knowledge con-
struction processes. Inspired by web 2.0, Gowers wanted to explore if
massively collaborative mathematics could be possible. In his personal
blog, he invited anyone to join him in solving a mathematical problem
through a virtual math team effort. The goal was to find a new proof for a
theorem, which had previously only been proven in a very indirect and
obscure way. The invitation was accepted by Terence Tao, another fields
medalist working at UCLA, in addition to a number of other less famous
colleagues, including both schoolteachers and graduate students. Although
the project required a high level of mathematical skill, the participants were
a mix of both researchers and hobby mathematicians (Michelucci &
Dickinson, 2016; Tao, 2014).
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The first Polymath project was solved successfully after approximately
one month (37 days), involving contributions from 27 persons. The
number of contributors in the projects are usually relatively small, typically
not more than a few dozen persons. Although the outreach is large, and
anyone can join, participation still requires a high level of background
knowledge.

Newcomers also have to build on previous work in a sequential fashion
by leaving comments on blog posts. In the early phase of the project, it was
quite easy to keep an overview of the ongoing discussion. However,
because of the popularity of the project, the number of comments grew
quickly, eventually reaching 800 comments and 170,000 words. Although
a wiki site was set up to extract the most important insights from the
discussions, it was difficult for newcomers to join the project in a late phase
because they had to read an increasingly large portion of previous contri-
butions that had been made (Franzoni & Sauermann, 2014; Gowers &
Nielsen, 2009; Nielsen, 2011: 51). Until 2016, there have been nine
Polymath projects taking place over the course of several months to a year;
three of them also resulting in published papers (Kloumann et al., 2016).

In the Polymath projects, the problems are usually at first presented as a
unified whole, and any decomposition needs to arise from the collabora-
tion itself (Kloumann et al., 2016). The disadvantage with this lack of
initial modularization is that it becomes more difficult to let a very large
group of mathematicians contribute (Nielsen, 2011: 51). For instance, the
successful Polymath8 project had a much stronger modular structure with
a problem that could be decomposed into separate pieces. This made it
easier for people to contribute on one subtopic without necessarily being
expert in all other areas. It was easier to measure progress in the project and
there was a guaranteed end to the project (Tao, 2014). Another issue is if
the modules or subtasks are relatively large, and require a significant
amount of time and effort, the number of potential contributors will
usually decrease (Franzoni & Sauermann, 2014).

Although most Polymath projects require some level of mathematical
background knowledge, they do not require a lot of very specialized and
technical mathematical expertise. This is important if one wants to recruit
a large group of people to join the project. However, a consequence is that
these projects have only made progress on problems where there has
already been a number of promising ways to make progress. For the truly
difficult mathematical problems, where some genuinely new insight is
needed, it has not been proved that these projects have achieved more
than what an individual mathematician could (Michelucci & Dickinson,
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2016). The Polymath projects have been very good at solving minor
technical or mathematical issues, like tracking down a little-known piece
of mathematical folklore, or performing a tricky computation (Tao, 2014).
In addition, the online setting has recruited people with relevant expertise
who would never have heard about the project if it had been done in a
traditional way.

Furthermore, Gowers not only describes the problem and the back-
ground materials, but he has also made a list of collaborative rules. These
rules are important in creating a polite and respectful atmosphere during
the informal discussions. One of these guidelines encourages participants
to publish ideas even if they are not fully developed. It underlines the
importance of sharing unfinished ideas, rather than thinking offline and
waiting to contribute with a larger idea in a single comment.

At all stages of the research process, the comments are fully open to
anybody who are interested. All the participants can follow the rapidly
evolving conversation and jump in whenever they had a special insight. In
the online setting, this is much easier to do. The project illustrates how a
relatively large group can effectively harness each participant’s special
competence, “just-in-time,” as the need for that expertise arises. In con-
ventional offline organizations, such flexible responses are usually only
possible in small groups. In larger groups, this will normally not be
possible and participants will instead be focus on a preassigned area of
responsibility (Nielsen, 2011: 34-35).

The blog is also interesting because it gives an insight into the minds of
some of the world’s leading scientists. When all posts are archived, they are
left open for others to read afterwards, and leave traces of the knowledge
construction process. The discussions follow a timeline, and provide a
glimpse into the minute-by-minute communication between scientific
partners. It is possible to observe how the best in the world struggle to
extend our understanding of some of the deepest ideas of mathematics. It
also shows how individual ideas are refined and further developed through
open collaboration. A wide range of ideas is displayed, but not all are
followed up. It is possible to read a record of the entire collective process
that leads to the proof, giving a complete account of how a serious
mathematical result is discovered. In this way, the Polymath Project makes
both the scientific culture and the exploration of scientific problems more
transparent (Kloumann et al., 2016; Nielsen, 2011: 167-168). The
archived comments show how proposed ideas grow, change, improve
and are discarded. It reveals that even the best mathematicians make
mistakes and pursue failed ideas. False starts are an integral part of the
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process, but through the mistakes and wrong choices, the insight gradually
emerges. The transparency surrounding the ongoing problem-solving pro-
cess stands in contrast to how research results are usually proved in private
and presented in a finished form. The Polymath Project illustrates how
knowledge construction processes that have traditionally remained tacit in
scientific research can be openly shared with others (Tao, 2014).

The discussions of mathematics in the blog are different from a face-to-
face conversation in other ways, too. In the online setting, most comments
in the Polymath Project focuses on only one point in a relatively sharp
way. This is usually not possible in offline academic conversations because
someone will become confused, it will be necessary to backtrack, while
others will leave the discussion. However, asynchronous communication
let everyone read the comments at a suitable time, and they can even do so
several times before they write their own comment. In complicated math-
ematical problem solving, this can be a significant advantage. It is not
necessary to take an immediate stance to a problem, which will usually be
the case in a conversation in an offline setting (Nielsen, 2011).

Furthermore, in the online environment, it is easy to have a quick look
and ignore irrelevant comments. In the project, there were a small number
of contributions of low quality, but it was relatively easy for well-informed
participants to ignore them. This is often a major concern in other open
online environments because of trolls, spammers or even people who are
just plain unpleasant. In the Polymath Project, the strategy was simply not
to give these participants the same amount of attention. In comparison,
when this situation occurs in an offline setting, you may have to stay and
listen to a person speaking about something irrelevant for a longer period
before you can move on. In the blog, you can more freely choose between
what ideas you want to continue to work with. In addition, one can easily
return to previous comments at a later point in time because they are
archived and can be retrieved through search engines (Nielsen, 2011). The
Polymath Project illustrates the potential of scaling up the number of
participants in academic discussions, but it is more uncertain if such
projects are sustainable without coordinators who have the main

responsibility.

3.2.6  Galaxy Zoo Quench

The Galaxy Zoo Quench project is interesting because it aimed to be more
ambitious than most other citizen science projects. Citizen scientists were
invited to be involved in the complete research process, not only classify
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images, but also analyze data, discuss the findings and write a research
paper (Franzoni & Sauermann, 2014). In the first phase, the participants
classified galaxies independently from each other, following a common
coding system in the Zooniverse platform. This task was quite simple and
was completed successfully. However, the difficulties began already in the
next phase, when the volunteers were assigned to create a dataset suitable
for analysis. This was the first collaborative task. A suitable sample of
galaxies needed to be included in an unbiased way, but because the
volunteers refined the data differently, they did not manage to reach a
decision together. The lack of academic background knowledge made it
difficult to know what selection criteria were appropriate in making the
dataset ready for analysis (Crowston et al., 2018).

In the data analysis phase, the volunteers struggled even more in
coordinating the collective work. They were uncertain of the most relevant
set of results to include in a research paper. The lead scientist encouraged
the volunteers to “play” with the data and try to find some interesting
trends, but they did not receive any specific advice. They found it difhicult
to do these explorations on their own because they had not written
scientific papers before. As a result, the volunteers did different analyses
independently of each other. Because they had limited scientific domain
knowledge, they did not know what data would be interesting for publi-
cation. Therefore, the project never reached the writing phase. In the
evaluation, the volunteers suggested that the lead scientist should have
coordinated more of the work and provided more feedback. At the same
time, collaborative writing of a paper requires much more complex inter-
dependent work and it is not certain whether volunteers can be trained in
developing these skills over a short period (Crowston et al., 2018). This
project shows the importance of also examining limitations in volunteer
contributions to scientific knowledge.

3.3 Open Sharing of Practical Knowledge

3.3.1  Open Sharing of Videos

If we look at the scale of online knowledge sharing in recent decades,
videos arguably represent the most important contribution to human
collective memory in its production of amateur content. YouTube is the
dominant media platform in the world, and in 2017 it had over 800 mil-
lion unique visitors each month (Lee et al., 2017). The company website
claims that their billion users are watching a billion hours of content each
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day (Burgess & Green, 2018). Unlike social media platforms like
Facebook, the user engagement on YouTube is centered around the
sharing of content, and the video in itself is regarded as the primary vehicle
of social communication (Klobas et al., 2019). Established back in 2005,
more than a decade ago, YouTube became an instant success, making it
easy for anyone to share and stream videos with standard web browsers and
modest Internet speeds. Videos could be rated or commented, and the
website also became popular because of new social features like the
automatic receiving of other video recommendations, the possibility of
embedding video and the sharing of comments through email links
(Burgess & Green, 2018). Already from the beginning, the content
contributors were a diverse group with multiple interests, including large
media producers, major advertisers, small-to-medium enterprises, cultural
institutions, artists, activists and amateur media producers. All had their
own separate aims, looking for a cheap distribution alternative. With the
exception of violent and sexually explicit content, users could upload
whatever content they wanted. This turned YouTube into a dynamic
cultural system (Burgess & Green, 2018: vi-vii, 3).

YouTube’s popular culture is still characterized by its own two “native”
genres, the clip or quote, and the vlog. Early YouTube contained a wealth
of short video quotes, snippets of material that captured the most signif-
icant part of a program, shared by ordinary users. The quotes are edited
selections of TV shows, news, sketch comedy, music videos or movies
uploaded informally by ordinary users, highlighting a particular moment
from a favorite television show or sporting match. This quoting is very
different from sharing a complete TV program. It is similar to how GIFs
on Facebook and Twitter are used as visual annotations or reactions. The
quotes give information about what engages the audience, but some also
express particular identities, like footage from soccer matches, edited to
include pictures of fans and a certain theme highlighted throughout the
season. Although these clips may attract many viewers, they do not
necessarily trigger a lot of discussions (Burgess & Green, 2018: 5o, 75,
81, 129).

Furthermore, the “vlog” (short for videoblog) genre is one of YouTube’s
most central cultural forms, dominating the “amateur” videos and vernac-
ular creativity from the early years of the platform. The vlog only requires a
webcam and is technically easy to make. The emphasis is on good
storytelling and a direct, personal address, typically presented as a mono-
logue delivered directly to a webcam, including home movies and personal
photography. The topic can be anything from comedy, celebrity gossip,
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political debate to the mundane details of everyday life. It is a mode of
individual self-expression and everyday aesthetic experimentation that not
only wants a large audience, but invites feedback in a direct face-to-face
address to the viewer. It is a genre of communication that invites critique,
debate and discussion, with direct response, through comments or video
response, being at the core of this type of engagement. Early vlogs were
frequently responses to other vlogs, directly addressing comments left on
previous vlog entries (Burgess & Green, 2018: 39—40, 81, 127). The vlog
builds on live performance traditions and resembles the vaudeville tradi-
tion of the late nineteenth and early twentieth centuries, with a wide range
of short memorable acts, usually under 20 minutes. Without directors,
actors in this tradition chose their own emotional material and adjusted
their performance based on direct audience feedback. Like in the vlog, the
emphasis is both on immediacy and conversation (Burgess & Green, 2018:
80-82, 87).

From the perspective of knowledge sharing of societal value, the vlog is
relevant in how it transforms everyday life into more “public” debates
around social identities, ethics and cultural politics. Existing assumptions
are questioned through the presentation of intimate and vulnerable
moments, making it possible to promote a public discourse about uncom-
fortable, or difficult topics that other media avoid. For instance, the
sharing of “coming out” videos have become important “social media
rituals” for LGBTQ YouTubers, displaying stories about difficulties and
how one overcomes them (including homophobic bullying). It illustrates
how popular culture becomes a part of political participation and citizen-
ship, especially for woman, LGTBQ people, and religious or ethnic
minorities (Burgess & Green, 2018: 124, 127-128).

A major difference today is that the scale and complexity of its com-
mercial practices has increased, providing content watching for a large
number of users. However, the informational content still includes user-
created newscasts, interviews, documentaries that resemble the vlog genre,
in that they frequently critique popular media through commentary or
visual juxtaposition and commentary. Many music artists also preface their
work through a discussion of their motivation, attempting to establish a
more intimate relationship with the audience by responding directly to
suggestions and feedback (Burgess & Green, 2018: vi-vii, 3, 22, 81, 87,
94, 126; Klobas et al., 2019). The highly invested content creator is not
only a media company, but also professional “amateurs.” On the one
hand, online video businesses are working to professionalize previously
amateur YouTubers. But on the other hand, the vlog and the vernacular
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aesthetics is often held up as the gold standard of the YouTube brand.

There still remains a cultural logic of community, openness and authen-
ticity that highlights ordinary people’s active participation (Burgess &
Green, 2018: vi—vii, 22, 87, 94, 126; Klobas et al., 2019).

Furthermore, educational videos are the third most commonly viewed
type of content, after music and entertainment videos, including videos
made by both professionals and amateurs (Klobas et al., 2019). Auto-
captioning and translation of YouTube videos have also increased the
potential audience that can watch a video (Lee et al., 2017). All this video
content can support students’ learning. For example, in one study in
medical education, the vast majority of students report using internet
sources, with 78 percent using YouTube as their primary source of
anatomy-related video clips (Barry et al., 2016). Many universities
publish video lectures, also in combination with Massive Open Online
Courses (MOOC:s) that offer more affordable education to a global
community that would otherwise not have access to this kind of content
(Lee et al., 2017).

Furthermore, a rich mix of knowledge providers outside of the tradi-
tional higher education institutions also produce and publish short clips
that attempt to explain complex in a simple way (e.g. health issues). For
example, science channels are made by media companies (e.g. National
Geographic), science journalists (e.g. Periodic Videos) and science educa-
tors (e.g. SciShow), while other videos are made by hobby amateurs who
have a passion for science. Many videos aim to be both educational and
entertaining at the same time, targeting both children and adults. A typical
video will explain a particular issue in just a few minutes, with music and
sound animations; some will also include funny scenes from everyday life
(Rosenthal, 2018; Schneider et al., 2016). One example is a video dem-
onstrating the Magnus effect with a back-spinning basketball dropped
from a very high point, which has been viewed more than 40 million
times (Rosenthal, 2018; Veritasium, 2015).

In this genre, there are millions of amateur-produced clips that intend to
help users with everyday tasks just about any subject, craft or skill — guitar-
playing, cooking, dancing, maths, repair work or computer games. These
instructional videos are especially effective in supporting procedural learn-
ing, and in principle, anyone can teach others a skill by creating a video.
For examples, gamers will often show in-game achievements by showing
and talking about what they are doing in the game. This is both a way of
sharing knowledge as well as “showing off” one’s own competencies. These
clips are often made by private persons in their leisure time and illustrate
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how people want to share their passion and knowledge for hobbies with
others who have the same interest. This peer learning is both about making
your own knowledge explicit, and letting others learn from what you know
(Burgess & Green, 2018: 125-126; Lee et al., 2017). Studies show that
videos on YouTube are used to support both formal learning and self-
directed learning, offering individuals a large degree of autonomy and
control regarding what and how to learn (Lee et al., 2017).

Note that YouTube is not only a massive repository of video content
but also a constantly growing record of the popular culture of the Internet.
Users from all over the world have created a diverse and disordered public
archive of contemporary cultures. Major music labels have contributed
videos from their catalogues and TV channels such as HBO and BBC.
Today, a majority of viewers go to YouTube to listen to music they are
already familiar with. Adults can listen to old music videos or watch old
clips from TV series, as a way of recapturing memories from their child-
hood or young adulthood (Burgess & Green, 2018: 135-136).

3.3.2  Open Sharing of Geographical Resources

Another interesting open database project is OpenStreetMap (OSM),
founded in 2004 by Steve Coast. He wanted to make a local map but
became frustrated with all the restrictions on traditional maps because of
copyright and excessive royalty payments. Therefore, he bought a GPS and
started collecting tracks around his local area of central London. The data
were then displayed openly, and when he presented his work at a confer-
ence, many people wanted to join the project. Within 16 months, there
were 1,000 registered users, and after five years, the number had grown to
100,000. Although the coverage varies, OSM has continued to grow. The
data sources are free of charge and allow anyone to reuse the data as they
like (Chilton, 2009). Local maps have been created to serve different
purposes, such as skiing, hiking or public transportation. The Wheelmap
project is one example of how maps can be tailored to wheelchair users or
visually impaired pedestrians, utilizing haptic feedback. Another example is
how the maps have been successfully used to produce and distribute free
mapping resources in disaster management (“Humanitarian OSM Team,”
2020; Neis & Zielstra, 2014).

In 2020, the OSM project had more than six million registered mem-
bers. Most of the information about the project information is shared in
the official OSM wiki. This includes information about usable software
and tutorials for beginners on how to map an area. In the past, volunteers
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could only report an error in the map data in the form of a note, but now
they can make direct modifications or corrections in the map. This “wiki-
solution” has strengthened the collective effort of the project. Like in the
eBird project, only a small percentage (1.6 percent in 2013) of volunteers
contribute on a regular basis. A few individuals will usually collect most of
the data from one specific area. Although contributors can communicate
with each other on internet relay chats (IRCs) or mailing lists, most of the
collaboration is purely incidental, as most work is done by individuals
separately (Neis & Zielstra, 2014).

3.3.3  Open Sharing of Corporate Knowledge

Moreover, open sharing of knowledge has increased in sectors that tradi-
tionally have kept their knowledge secret to others. In the business sector,
some companies are changing their strategy and emphasizing open sharing
of knowledge to a larger degree. According to Bogers et al. (2018), there
are two important kinds of open innovation: outside-in and inside-out. As
mentioned in Chapter 2, crowdsourcing, or the outside-in part of open
innovation, is about integrating external inputs. In addition, the inside-out
innovation requires organizations to allow underutilized ideas to go outside
the organization for others to use. The basic assumption is that openness
can be useful for process innovation (Bogers et al., 2018). According to
Chesbrough (2017), this type of innovation is inspired by open source
methods from software communities. Usually, innovation activities are
concealed because they are a source of competitive advantage that should
not be shared with anyone.

As counterintuitive as it may seem, Von Krogh et al. (2018) find that
most companies can build greater advantage by following a policy of open
process innovation. One strategy is to open up the organization internally
as much as possible. By sharing innovative practices and success stories,
this increases the likelihood that the best ideas become part of the overall
corporate program, thus improving the operational performance. It is often
easier to implement new ideas within the same organization because the
different factories will usually be comparable. In one example, a Volvo
Group remanufacturing factory were forced to think harder about their
current practices when they learned about the best practices from other
units. Companies can also improve if they use ICT to share practices more
systematically (Von Krogh et al., 2018). In another example from Xerox,
the technicians were usually alone while they repaired a copier, but the
time they spent together at breaks was a critical resource for open sharing
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of their work. There, they discussed how to fix important work-related
problems not written in the official manuals. Partly because of this work,
Xerox later created an online tool called Eureka that technicians could use
to share tips with one another across the company (Malone, 2018:
118-119). Likewise, the Volvo group collects best practices from factories
and shares them in a global online database. In addition, global online
knowledge-sharing conferences are held ten times a year, with a couple of
hundred persons attending. The conference slogan illustrates the core idea
behind this intracompany open process innovation strategy: “Everyone has
something to teach; everyone has something to learn.” The best-in-class
factories also develop their own expertise by teaching others about what
they do. The better you are, the more you can gain by opening up. For
instance, in a Volvo Group truck assembly, the customer fairs moved to
the factory site. In this way, customers could question blue-collar operators
working directly on the line, and received passionate answers. In addition,
the operators learned firsthand what customers really wanted from Volvo
trucks (Von Krogh et al., 2018).

The key issue here is to put more emphasis on the pace of the process
innovation. Protecting innovation processes will give a competitive advan-
tage for a limited time only. In the end, it will be a losing strategy because
competitors usually catch up. Instead, it is important to compare your own
practices with someone else’s practices. This exposure motivates both
managers and employees to speed up problem solving and idea generation.
The key is not to be better, but faster than competitors at process
innovation (Von Krogh et al.,, 2018).

3.3.4 Open Sharing of Political Arguments

Regarding CI in the political domain, there is today an increasing disap-
pointment with lack of informed political debate in the online setting.
Currently, popular social media produce little deliberation, large volumes
of highly disorganized and low-quality content, toxic interactions, and in
some cases, clique formation amplifies extreme political points of view
(Fujita, Ito, & Klein, 2017). From a technological perspective, part of the
problem can be due to limitations in the communication technology. For
example, in time-centric tools like blogs or discussion forums, the contri-
butions are organized according to when a post is submitted. When the
number of contributions increase, posts about the same topic will often be
widely scattered, and it will be increasingly time consuming to identify all
relevant issues, ideas, and arguments in a debate. As this becomes more
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difficult, so the likelihood of redundancy increases. There will be a lot of
repetitions, digressions and people talking past each other (Klein, 2012,
2017).

Collective argument mapping represents an interesting technological
alternative that attempts to avoid these problems by letting a large group
co-construct the bigger picture of an issue from multiple perspectives. This
is done through the collective production of a coherent argument map
(e.g. Deliberatorium, Kialo). User contributions are organized through the
construction of a tree structure consisting of specific issues, potential
solutions, and pro and con arguments. This structure provides a better
overview through easy navigation, rating and collaborative editing of the
map. The goal is to produce a well-organized map with nonredundant,
high-quality content for complex controversial problems. The map intends
to support deliberation, long and careful discussions where groups of
people identify possible solutions for a problem, evaluate these alternatives,
and select the solution or solutions that best meet their needs (Fujita et al.,
2017; Klein, 2017).

In the map, the arguments are captured as topically organized tree
structures where arguments comprise questions, possible answers, argu-
ments or statements in favor of an answer or argument. All relevant
arguments and subarguments within the same topic are organized hierar-
chically in the same branch of the tree. The map can grow collaboratively
from a simple seed question into a large range of ideas that represent a
single, coherent, meaningful structure. With the visual support of a multi-
dimensional map structure, all participants in a community can bring
forward any question or issue on a topic, and the community can evaluate
the content together (Bullen & Price, 2015; Klein, 2017).

In political discussions in large groups in an offline setting, many
perspectives will easily be ignored. Typically, small groups of people will
outline a policy, and then attempt to engage wider support for their
preferred options. The large majority will not be involved in formulating
alternative solutions. If the problem is complex, many important ideas may
be ignored. Therefore, the map aims to offer a group a comprehensive
overview of a problem that supports more informed deliberations that can
lead to better collective decisions (Bullen & Price, 2015; Klein, 2017).

Today, several different collective argument-mapping tools support
large-scale discussions. One example is the Deliberatorium, a software
developed by Mark Klein and associates, which mediates complex collec-
tive discussions with a large number of persons involved. The objective is
to facilitate deliberation that is more effective (Fujita et al., 2017). In one
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experiment, 220 masters students discussed biofuels in Italy over a period
of three weeks. During that period, the students posted over three thou-
sand ideas and arguments and 1,900 comments into one single argument
map (Klein, 2012). About 1,800 posts were eventually certified, 70 percent
without any changes. It demonstrated that most authors were able to
create properly structured posts. This community of nonexperts were able
to create a comprehensive map of the current debate on biofuels, with
references to technology and policy issues to environmental, economic and
sociopolitical impacts. Klein (2012) compares the collective work with
gathering 200 persons to write a book together on a complex subject over a
period of a couple weeks where no one is in charge.

Another argument map is DebateGraph. This tool also supports com-
plex policy topics in different fields like education, health, conflict resolu-
tion and policy dialogue (Bullen & Price, 2015). Participants explore
problems together by first breaking down the subject under discussion
into discrete ideas. These ideas are displayed as thought boxes, and can be
enriched with videos, images, charts, tables, documents, as well as being
cross-connected to other relevant maps. Arrows and colors signal different
types of relationships between the ideas in the map. In addition, both the
ideas and the relationships between them are visualized in the map
structure. This makes it easier to explore and get an overview of clusters
of interrelated ideas. When the understanding of a topic evolves, the
participants revise both the map and the interrelationship between the
ideas. All members can add new ideas and information, or edit and rate
existing ideas (Bullen & Price, 2015).

In a deliberative process, there are at least five advantages with using
argument maps. First, the map can provide a very good overview of all the
arguments in a discussion. If it is well organized, the argument will appear
at only one place in a coherent map system (Klein, 2017). If we assume
that ideas have a Gaussian distribution, widely known points will be
submitted frequently from multiple sources, and the valuable “out-of-
the-box” arguments will be far less common. Consequently, the number
of ideas will grow much more slowly when the number of participants
increase. The goal is to avoid some of the redundancy problems that large
groups face in online discussion fora (Klein, 2012).

Second, when all the content is co-located in a hierarchical tree struc-
ture, it will be easier to identify what has and has not already been said. It
becomes easier to work towards a more complete coverage when everyone
has a better overview of the discussion. Argument mapping increases users’
chances of “finding their tribe” or other person who have the same
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interests. In comparison with an online discussion forum, the benefits of
contributing to an argument map will increase as the community scales up
in size. It is much easier to place your own contribution and identify other
relevant contributions in a tree structure. You only have to pick the correct
top-level branch, and the right subbranch, until you reach the place where
your argument belongs. This does not require a lot of extra work, and the
overall costs of participation are therefore relatively low even when the size
of the community scales up. In comparison, in unstructured online
discussions, the high volume and redundancy decreases the likelihood of
actually finding other relevant posts (Klein, 2012, 2017).

Third, every argument becomes more valuable when being part of a
wider argumentative context. Participants can freely choose to engage with
one particular aspect of the map or the totality of it. Before making a new
contribution, it is also necessary to read existing views and opinions in the
map. The process of placing an argument in the map will automatically
enhance the participant’s understanding of the topic. Instead of just
adding to free-flowing online discussions, individuals will ideally be
exposed to all parts of the logical structure of the argument: What
decisions must be made? What are the arguments for and against each
option? Ciritical thinking is stimulated in the process of making the map
(Bullen & Price, 2015; Klein, 2017).

Fourth, idea sharing and equal participation is important in order to
avoid extreme opinions. The map offers a greater diversity of ideas by
letting every voice be heard. Compared with discussion in an offline
setting, a much larger number of participants can be involved. The tree
structure might also reduce balkanization by visualizing all competing
arguments right next to each other. It offers a more intuitive access to
the complexity of an issue, and aims to challenge both readers and
contributors to overcome the constraints of groupthink and homophily
(the tendency for people to associate with others who share the same
beliefs) (Bullen & Price, 2015; Klein, 2017). In many other online
discussions, it is also a problem that some people intentionally ignore
others and try to “win” a discussion by repeating the same arguments
many times. Consequently, potentially promising ideas from smaller
groups or less vocal individuals will easily get lost. These individuals may
feel overlooked and reject the final decision. In contrast, the argument map
can more easily integrating all positions in a debate (Klein, 2017).

Fifth, the quality of the arguments may improve. If many persons can
provide multiple independent verifications, this will, according to the
many wrongs principle, reduce the number of errors or cancel out the
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bias (Klein, 2012). The large group size will also increase the diversity of
perspectives. Some participants may be better at proposing ideas; others
will be good at finding practical solutions. Some may be more critical and
better at finding counterarguments. The sharing of all these ideas in the
same map environment can also potentially stimulate synergistic solutions
that build on combinations of existing ideas (Klein, 2012, 2017).

Traditional online discussions seldom elicit such win—win solutions that
maximize the collective outcome for all participants. They often only elicit
solo ideas or “dream choices” of individual participants, and seldom provide
support or incentive for members to work together to collaboratively develop
new ideas. Participants tend to push their own ideas rather than collabora-
tively try to find new ideas that might give both parties most of what they
want. Collective decision-making typically follows a zero-sum frame where
competing cliques will stick to their original solutions. A collective solution
will be decided either by voting or through a bargaining process where both
parties make concessions. While negotiations where parties meet in the
middle can produce optimal agreements for simple decisions (i.e. with a few
independent issues), this is not the case for complex decisions which often
involve many interdependent issues (Fujita et al., 2017; Klein, 2017).
Although argument maps are not mainstream, they represent a promising
new way of enhancing political deliberation in large groups.

3.4 Summary

The examples in this chapter illustrate the growth in open online knowl-
edge sharing. A major trend is the enormous increase in complete knowledge
products of various size and formats. Both open access research and open
textbooks show how scientific knowledge products are more available
today. In addition, practical knowledge products are shared at an unprec-
edented scale, particularly “know-how” videos on open platforms (e.g.
YouTube). These amateur-produced instructional videos obviously vary
alot in quality, but represent a new type of knowledge product that centers
on passionate contributions from enthusiasts. Videos represent an impor-
tant knowledge format that can inform and educate viewers in new ways
because of the level of detail in the content. On the one hand, some of
these products like online videos and open access research papers will
typically be reused but remain unchanged. On the other hand, content
modification has become much easier with Creative Commons licenses.
One example is open textbooks that make it possible to produce new
versions adapted to local context.
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Another major trend is that krowledge construction processes have become
more available and transparent in the online setting. Within the scientific
knowledge domain, this includes open scientific discussion (e.g.
Polymath — scientific knowledge production) and encyclopedic knowledge
production processes (Wikipedia). Both in Wikipedia and the Polymath
Project, people do not need to be formal experts, demonstrating that
scientific knowledge production today is not only restricted to professional
researchers. In addition, a range of new, open digital databases allow
anyone to both make their own contributions and get free access to all
the data. Volunteers or informal experts are invited to make important
contributions in different citizen science projects. Argument maps also
make it easier for a large group to participate in political discussions.

Although the knowledge construction processes are different, they show
how individual contributions are part of a larger collective work, whether it
is a database, a Wikipedia article or a comment in an argument map. For
example, in the eBird project, volunteers collect and upload data from
many different areas, which provides a much larger value on an aggregated
level. In a collective argument map, new contributions will add to existing
contributions, and the complete argument map will provide an overview of
the collective knowledge. However, with the exception of Wikipedia, most
advanced collective writing projects have failed. One example is the Galaxy
Zoo Quench project, which challenged a large group of amateurs to write a
scientific paper. These failures are important in understanding the limita-
tions of amateur contributions.

Both knowledge products and knowledge construction process can be
regarded as important parts of the memory dimension in collective intelli-
gence. Most knowledge products provide long-term sharing in an online
setting (e.g. research databases or YouTube). Therefore, the target group of
the knowledge sharing can both be universal and directed towards a specific
local context at the same time. For example, a published video can target one
specific local community or area, but the information may also be relevant
for others in another context at a later point in time. When knowledge is
shared more rapidly, whether as corporate or scientific knowledge, this
amplifies collective knowledge advancement in the society as a whole.

Furthermore, this new openness illustrates the value of transparency. In
large-scale deliberation, this transparency gives the group the opportunity
to make choices that are more informed. Knowledge is not only reused but
can easily be improved by new contributors. For example, in Wikipedia, it
is common to translate and adjust articles to many different language
versions on the same topic.
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Many of these new knowledge products, including both unimodal and
multimodal formats, build on what some label as a peer production model
(Benkler, 2006; Benkler et al., 2015). This production model, building on
CI, involves open creation and knowledge sharing in an online setting.
Groups will work in a decentralized manner, set goals together and
typically have nonmonetary motivations. Knowledge products are typically
common property and build around participatory, meritocratic and char-
ismatic organizational models of governance. It is arguably the most
significant organizational innovation that has emerged from the Internet,
being an alternative to competition models in more traditional, market-
and firm-based approaches. The peer production model is also different
from crowdsourcing, which to a larger degree is built around centralized
control and external predefined formulation of problems (Benkler et al.,
2015). These issues will be further analyzed in the forthcoming chapters
(see particularly Chapter 4).
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CHAPTER 4

Human Swarm Problem Solving

4.1 Background

In CI research, biological research and studies of animals’ collective behav-
ior is considered to be one of the most important research areas. Although
biologists sometimes use CI as a term, the more biologically orientated
term “swarm intelligence” is more common. Usually, the notion of a
swarm describes the collective behavior of a decentralized, self-organized
system like fish schooling, bird flocking, ant colonies, animal herding and
honeybee swarming. When operating in large groups, these swarms are
together able to solve far more complex problems than a single of these
individuals can do alone (Bonabeau, Dorigo, & Theraulaz, 1999; Corne
et al., 2012; Krause et al., 2010). One of the most remarkable features of
this type of collective behavior is that it often can be described and
predicted with mathematical models. Although individual behavior varies,
the predictive value of statistical models suggest the presence of unique
mechanisms at a group level (Sumpter, 2010). Inspired by the behavioral
rules these animal groups or swarms use to coordinate actions, humans
have even invented similar artificial systems that can function effectively by
following the same principles. As an academic term, swarm intelligence
was introduced by Gerardo Beni and Jing Wang (1993) who created
robotic systems where agents were programmed to follow very simple
interactional rules without any centralized control structure that dictated
local individual behavior. Despite the simplicity of these rules, the collec-
tive behavior of the agent would be surprisingly intelligent at a level
that was unknown to the individual agents (Bonabeau et al., 1999;
Corne et al., 2012; Krause et al.,, 2010). Such artificial systems will
not be the topic of this chapter. Instead, the chapter will address how
human swarm problem solving also builds on some of the same behavioral
rules and basic mechanisms that other animals use. The term “swarm
problem solving” highlights that the sections are organized according to a
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few selected biological mechanisms that also resemble how large human
groups sometimes solve some types of problems together.

As such, the chapter will primarily link current biological research
on animals’ collective behavior to the wisdom-of-the-crowd approach
within CI research. In 2005, Surowiecki coined the term the “wisdom
of the crowd” in describing how a crowd, a large groups of amateurs,
can outperform individual experts in many different areas if four con-
ditions are fulfilled. First, a heterogeneous group with diverse opinions
produces better quality solutions than a homogeneous group. Second,
individual must make independent contributions without being influ-
enced by others. Third, individuals should work in a decentralized and
autonomous manner. Fourth, the contributions need to be aggregated
in an effective way. Under these conditions, an increase in the group
size will also increase the chances of producing the best solution
(Surowiecki, 2005).

These principles became the most important guidelines for a new
research area within CI that examined new crowdsourcing methods and
“wisdom of crowd” effects. However, Surowiecki and few others have
compared human crowd behavior with animal crowds. This chapter will
address the issue by examining five different swarm mechanisms that, to
some degree, humans and animals have in common when they solve
problems. Several crowdsourcing methods will be analyzed and framed
with terminology from biology. By choosing this approach, the goal is to
illustrate how biological research can provide valuable insights into mech-
anisms that are often studied in the “wisdom of crowd” literature as being
uniquely human.

The biological studies in the chapter primarily describe how animals
make consensus decisions. In many situations, animals have to decide
between two or more options. Most of these examples concern how groups
choose a new shelter or migrate to a new home. In this setting, information
transfer is required and collective decisions build on alternatives that
remain stable. Cohesion, speed and accuracy are considered important
factors that will influence how all or nearly all group members come to
agree on the same option. The overall key question is how individuals
reach a rapid consensus for the best of a number of available options
(Sumpter, 2010).

Building on recent biological research, this chapter discusses five mech-
anism related to animals’ collective problem solving that are also consid-
ered to be relevant in explaining human swarm problem solving. These
mechanisms are:
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- Decision threshold methods

- Averaging

- Large gatherings

- Heterogeneous social interaction
- Environmental sensing

Animals also use both averaging methods and decision threshold methods
that build on statistical rules and resemble how humans aggregate information
from a large group. In addition, biological studies show that animals coordi-
nate qualitatively different actions in effective ways when they solve different
types of problems. Here, three animal mechanisms — large gatherings, het-
erogeneous social interaction and environmental sensing — will be presented
and compared with how large human groups operate in similar ways.

A key issue in human decision-making is whether it should build on
aggregation with no information exchange versus letting a group inform each
other in different ways (Tindale & Winget, 2019). While the original wisdom
of crowd literature stressed the need for individual independent opinions in
crowds, there is today a stronger emphasis on the possible positive influence of
dependent contributions (Davis-Stober et al., 2014; Tindale & Winget,
2019), such as in prediction polls or decentralized communication networks
(Becker, Brackbill, & Centola, 2017). New technological platforms that build
on dependent swarm contributions are also being invented (e.g., Willcox
et al., 2020). By connecting these studies to biological research, I found
human swarm problem solving to be the most appropriate term to cover a
large variety of crowdsourcing methods. Here, the notion of a swarm covers
the aggregation of both independent and dependent crowd contributions.

4.2 Decision Threshold Methods

Decision threshold methods attempt to reach consensus by following a
response threshold rule. This can primarily be done in two different ways.
On one hand, quorum decisions ensure that a minimum number of
individuals (the actual quorum number) are ready to shift from one
behavior to the next. On the other hand, a majority decision let all
contributions or votes count, but only a certain percentage of consensus
is required to reach a decision, typically a simple majority.

4.2.1 Quorum Decisions as Swarm Problem Solving among Animals

In animals’ collective decision-making, quorum decisions will rely on
independent assessments in the first phase of the process. When a specific
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threshold is met, there will be a distinct behavioral shift in mode towards
dependent behavior. Everyone will copy the preferred behavior. Most
importantly, both the speed and accuracy of decision-making can be
improved by copying the choice of a better-informed neighbor
(Sumpter, 2010). Quorum decisions ensure that a minimum number of
individuals (the actual quorum number) are ready to shift from one
behavior to the next. Because decisions taken by several individuals are
generally more accurate than individual decisions made alone, quorum
thresholds reduce the risk of errors (Bousquet, Sumpter, & Manser, 2011).

This behavior has primarily been studied in honeybees, ants, and fish
(Bousquet et al., 2011). However, there are differences, as ants use tandem
runs as recruitment signals, while bees use dances (Figure 4.1). Still, there
are also strong similarities between the decision processes of Temnothorax
ants, honeybees, and even cockroaches since all three species exhibit
positive feedback and quorum responses. Because decision-making in
animal groups often will be decentralized, positive feedback plays an
important role. A plausible explanation is the evolutionary consequence
of a need by individuals to reach consensus (Sumpter, 2010).

In one experiment, small groups of fish had to swim through a Y-
shaped maze where replica conspecifics were set up down both sides of
the maze. Interestingly, smaller groups of one or two fish were more
likely to be influenced by the replicas than larger groups of four or eight
fish. If the difference between the number of replicas moving to each side
was only one (e.g., if left:right was 1:0 or 2:1), the larger groups were not
influenced by the majority at all. However, if the difference in replicas
was two (e.g., if left:right was 2:0 or 3:1), the larger groups were much
more likely to follow the majority. The results show that fish only follow
a certain majority size (response threshold), and they are able to compare
their own group size with the numbers of fish in their surroundings
(Sumpter, 2010).

In another experiment on a potentially dangerous situation, groups of
four or eight fish only swam past a predator replica when guided by two or
more “leader” replicas, while they usually ignored the behavior of one
single “leader” replica. However, a single fish who would never swim past a
predator alone would still do it sometimes if led by a single “leader” replica.
The results show that uncommitted individuals in larger groups only
follow above a threshold number of leaders. This threshold dramatically
reduces the probability of errors being amplified because if the probability
of one individual making an error is small, the probability that two fish
independently make the same error simultaneously is very small.
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Interestingly, experiments show that humans also ask for the opinions of two
other individuals if they want to be more certain about a particular choice. The
quorum rule of following more than one leader allow both fish and humans to
make more accurate decisions as group size increases (Sumpter, 2010).

Another example is Temnothorax ants who live in colonies of between
50 and 500 individuals in small rock or wood cavities. If their nest is
damaged, they are able to move to a new site within a few hours, and will
nearly always choose the best site from as many as five alternatives. They
are able to assess new sites from several environmental cues such as cavity
area and height, entrance size, and light level. Around 30 percent of the
colony participate in the nest siting, and these ant scouts go through
different phases of commitment. Each ant first searches for nest sites,
and when finding a spot, the length of the evaluation will be inversely
proportional to the quality of the site. Once the site has been accepted, the
ant moves into a canvassing phase, whereby she leads tandem runs, in
which a single scout ant follower is led from the old nest to the new site.
However, the newly recruited ants make their own independent evaluation
of the nest and then return to recruit new ants. Since ants use more time to
accept lower quality nests, the better quality nests will have a more rapid
recruitment. Here, the ant decision-makers face a trade-off between speed
and accuracy. Greater speed in making a final decision increases the risk of
not choosing the best available nest site option. Recruitment via tandem
runs is rather inefficient because ants only move at one third of their usual
walking speed. When the size of support for one site exceeds a certain
quorum threshold, a recruiting ant will move into a committed phase, and
instead begin to carry passive adults and other items to the new nest site.
These transports are done at a normal walking speed, marking a shift from
slow to rapid movement into the new nest (Sumpter, 2010).

Until recently, researchers have thought that dominant individuals lead
decision-making in vertebrate groups (animals with backbones: mammals,
birds, fish, reptiles, amphibians). However, recent studies show that con-
sensus decisions are more common than previously thought, for example
when animal groups decide in what direction they want to move. Only a
small proportion of individuals in the group may possess the relevant
information about the route. Some may also differ in their preferred
direction. A consensus decision is then necessary to prevent the group
from splitting. Typically, a group begins to move in a particular direction
when a certain threshold of individuals make the same signal with their
head movements (whooper swans), gaze in a particular direction (African
buffalo), or use calling (gorillas) (Dyer et al., 2008).
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Figure 4.1 Two worker ants of the species Temnothorax albipennis performing a tandem
run, image courtesy of Thomas O’Shea-Wheller, 2016

Another example is meerkat groups which stay together during daily
foraging (Figure 4.2). Some of their specific moving calls build on quorum
decisions, which is used as an efficient temporal coordination tool of group
movement. A quorum of at least two and usually three meerkats are
necessary to enable the whole group to move to a new foraging patch.
The quorum shows that an accumulation of evidence is needed, increasing
the likelihood of the foraging patch actually being food-depleted. This
decision-making system avoids that one individual makes the wrong
conclusion. Neither dominance status, sex, nor age affects the calls and
suggests they are made as independent individual assessment of the food
patch quality. If none or only one extra individual join in on the moving
call, the group will continue to forage in the same area. However, the
moving calls are not used as a directional coordination tool. Because
meerkats’ prey are widely distributed underground, it is more important
for them to know when it is best for them to leave instead of where to go
next. The system provides a simple mechanism to coordinate group
cohesion while at the same time maximizing foraging success for the
majority of the group (Bousquet et al., 2011)."

It is also interesting that the quorum number is an absolute value, either
two to three individuals. Other studies show similar results: it takes more
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Figure 4.2 Meerkat (suricata suricatta) digging in the Kalahari Desert, photo © Tim
Jackson/Getty Images

than two fish to make a decision in groups of up to ten individuals. It
appears that two to three individuals acting as signalers is a common
requirement in several species, at least for group sizes ranging from six to
22 individuals. It shows that a quorum number does not need to be large
to be effective since errors decrease exponentially with quorum size. If the
probability that one meerkat wrongly concludes that it is time to leave a
foraging patch is 5 percent, then the probability that two and three
individuals will independently reach the same conclusion is 0.25 percent
or 0.0125 percent, respectively (Bousquet et al., 2011).

However, recent studies suggest that the response threshold in several
different animal groups does not depend on the absolute number of other
individuals exhibiting a certain behavior, but rather on a fraction of the
perceived individuals who exhibits a certain behavior (Couzin, 2018). For
example, a study of whirligig beetles, tested at what threshold the beetles
initiated a flash expansion when observing a predator. The ratio of sighted
beetles was manipulated so one could test whether the threshold was an
absolute number or a proportion of the group size. The results supported
the proportional hypothesis since the response occurred when more than
10 percent of the beetles saw the predator (Romey & Kemak, 2018).”

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

82 4. Human Swarm Problem Solving

Sumpter (2010) emphasizes that quorum responses can substantially
reduce errors compared with independent decision-making. Positive
feedback combined with quorum responses can aid accuracy in collective
decision-making without requiring full consultation of all group mem-
bers. While the quorum mechanism leads to improvement in accuracy
over individual decisions, it does not achieve the same accuracy level as in
majority decisions. For example, if 40 individuals each have a 2/3 prob-
ability of making the correct choice, the probability of a majority error is
just 3.33 percent. In a similar group, a quorum response that is elicited
when s—15 persons make the same choice will produce an approximate
error rate of 10 percent. In a quorum response, there is a risk that
small initial errors can be amplified and lead nearly all individuals to
make the same incorrect choice, which they would not have made by
themselves. However, compared with making individual decisions the
simple copying rule based on threshold responses substantially reduces
the number of errors. The mathematical model suggests that response
thresholds not only provide cohesion, but also facilitate accuracy. This is
because quorum responses allow effective averaging of information with-
out the need for complex comparison between the options. Evidence
shows that in most cases, quorum responses allow for greater accuracy
than complete independent behavior or just having weak responses to the
behavior of others (Sumpter, 2010).

4.2.2 Human Quorum Response as Swarm Problem Solving

The noun “quorum” is plural of gui in Latin, meaning “of whom.” The
first quorum refers to commission papers that authorizes a group to be the
justices of the peace. Today, the meaning of the term typically refers to
the minimum number of members who must be present at a meeting in
order to make official decisions. A human quorum often refers to the
majority or supermajority of quorum (in most cases, the bylaws will state
the rules for a quorum), but as in animal groups, a quorum can require a
group minority significantly lower than so percent. It varies whether a
specific percentage (quorum quotient) or a fixed absolute number is
required to make decisions.

The main purpose of a quorum is to avoid a few members becoming too
powerful when important decisions are made. Many democratic institu-
tions also use quorum rules to ensure the “legitimacy” of decisions if it is
likely that not all eligible voters will participate. For example, it may not
only be enough with a majority, but the total number of votes will also
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need to exceed a particular threshold. Quorum rules are common in
referendums like for example in Switzerland, which let citizens challenge
a law approved by the parliament or propose a modification of the federal
constitution. They organize several different types of referendums, includ-
ing mandatory referendums that propose a modification of the national
constitution, optional referendums which require that citizens collected
50,000 signatures against a law accepted by the national Assembly and
demand a referendum, and there are also federal popular initiatives with
voting on a change of the constitution, which require a minimum of
100,000 (“How to launch a federal popular initiative,” 2020). With
1,000 signatures in Krakéw, Poland, a proposal can be presented to
organize a citizens’ assembly, and with 5,000 signatures, the mayor is
required to organize an assembly (Gerwin, 2018). Town meetings is
another example of a quorum response where those who show up make
the decision. However, there are major challenges in this method since
studies show that very few eligible voters show up and very few speak up in
these settings. In Switzerland, direct democracy continues to play an
important role at a local (cantonal) level, but it is increasingly as a referenda
and not as the large gatherings where everyone meet together face-to-face.
The Landsgemeinde or cantonal assembly only persists in two cantons
(Fishkin, 2018: 26, 47) (see Figure 4.3).

With the emergence of new digital technology and an online setting,
quorum response mechanisms are now also used in new ways. In certain
types of synchronous decisions-making systems, individual votes can be
graded and collective decisions are made when a certain threshold level of
support is reached (Patel et al., 2019; Willcox et al., 2020) (see example in
Section 4.4.2 Large Gatherings as Human Swarm Problem Solving). One
interesting example is Kickstarter, which is a crowdfunding platform that
gathers money from the public as a new way of financing new ventures and
bringing creative projects to life. Here, the quantitative response threshold
is not votes, but money. Project creators in need of economic support will
describe the project on the website and choose a deadline and a minimum
funding goal. The model builds on microfinancing and make it possible
for anyone to contribute from anywhere in the world within a short fixed
period (Kuppuswamy & Bayus, 2017).

In 2017, Kickstarter reportedly received more than $1.5 billion in
pledges from 7.8 million persons to fund approximately 200,000 projects.
The projects range from the invention of equipment, art projects, design,
technology, film, music, games, comics, and food-related projects. People
who support Kickstarter projects are usually offered tangible rewards and
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Figure 4.3 People raise their hands to vote during the annual Landsgemeinde meeting at a
square in the town of Appenzell, April 29, 2012. Appenzell is one of Switzerland’s two
remaining Landsgemeinden, a 700-year tradition of an open-air assembly in which citizens
can take key political decisions directly by raising their hands, photo Christian Hartmann/

Reuters/NTB ©

the opportunity to buy some of the products for a reduced price
(Kuppuswamy & Bayus, 2017). The collective decision of whether to
fund the project or not is left open to unknown others or outsiders in a
global online setting. In some projects that aim to sell a product, it may be
relevant to check whether the product is interesting for potential customers
in the future. These online platforms enable people to create products that
it would have been very difficult to fund in other ways. In this way,
crowdfunding resembles arts patronage, where artists go to the audiences
to fund their work. The difference is that the outreach is to potential
backers from all over the world.

This fundraising resembles a quorum response because it builds on an
“all-or-nothing” model. If the project is not fully funded within the
deadline, the project owner gets no money at all. If the funding goal is
overambitious, there is a risk that one may raise no funds at all. However,
the project can continue to receive contributions until its deadline even
after the funding goal has been reached. The crowdfunding process is also
transparent in providing information about the total amount of money

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

4.2 Decision Threshold Methods 85

received at any point of time. Anyone can see how much money is needed
to reach the pledge or the decision threshold point. There is also informa-
tion on the number of backers and days of the crowdfunding period
(Kuppuswamy & Bayus, 2017). Micro funders have an updated overview
of the aggregated collective contribution at any time. Because contribu-
tions are given as money, the size of the contribution is also much more
flexible compared with votes.

4.2.3  Majority Decisions

Majority decisions is another decision threshold method that is particularly
important in human decision-making and democratic political systems.
When problems involve discrete alternatives, large groups will often use
majority or plurality rule to make a decision. The most important theorem
that explains the epistemic advantages is the Condorcet Jury Theorem
from 1785. According to the theorem, majorities are virtually certain to be
right when some assumptions are fulfilled. The theorem states that if voters
(1) face two options, (2) vote independently of one another, (3) vote
honestly and not strategically, and (4) have, on average, a greater than
so percent probability of being right, then, as the number of voters
approaches infinity, the probability that the majority vote will yield the
right answer approaches certainty (Anderson, 2006). These principles were
first applied in the design of a jury system that aimed to determine the
optimal number of jurors. Today, it is used in a much broader sense to
prove how majority rule decisions can be better than individual decisions.
It explains the relative probability of a given group of individuals arriving
at a correct decision. The theorem also covers plurality voting with
multiple-choice options (Anderson, 2006; Landemore, 2013: 70-72, 75).

Voter Competence

However, in reality, it is often very difficult to meet the Condorcet
conditions of voter competence and voter independence. First, voters need
to be better than random at choosing the correct solution. Then the
probability of being correct increases rapidly even in a relatively small
group. For instance, if the probability that each individual is correct is
60 percent (p = 0.6), a group of one hundred individuals will hardly ever
make a majority error if each individual also makes independent decisions
(Sumpter, 2010). Among large electorates voting on yes and no questions,
majoritarian outcomes will almost certainly make the best decision if the
Condorcet conditions are fulfilled. If ten voters have a 51 percent of being
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correct, a majority of six individuals will have 52 percent chance of being
right. However, when the group size increases to 1,000, a majority of
sor persons will have 73 percent change of being correct. Because of the
properties in the law of large numbers, the majority opinion moves closer
to complete certainty as the group size moves toward infinity (Landemore,
2013: 71-72, 148—153).

While Condorcet originally believed that each voter had to better than
0.5 correctness probability, it is today considered to be enough that the
median voter is above 50 percent change of being correct. This permits a
larger diversity in voter competence, and one can still end up with a correct
result (Landemore, 2013: 72). Unfortunately, the theorem also implies
that if the group is sufficiently big and the individuals are slightly worse
than 50 percent average, the group as a whole will almost always be wrong.
The same mechanism that pulls the results up also pulls the results down
(J. F. Mueller, 2018).

In direct democracies, the voter competence may be quite low on issues
related to new laws or constitutional amendments. The voters may not
have considered the issue before or they may lack knowledge. This opens
up special interest groups who can try to confuse or manipulate voter
preferences, or simply discourage them from voting. There is a risk that the
voting does not end up with the best result (Fishkin, 2018: 49—50). Most
of the problems in democracies are also complex, with different effects on
individuals depending on geographic location, social class, occupation,
education, gender, age, race, and so forth. In addition, knowledge about
these effects will be distributed unevenly in the population
(Anderson, 2006).

Enhancing citizens’ competence can also strengthen the majoritarian
outcome. If the percentage size of the majority is higher, it increases the
probability of being right (Landemore, 2013: 71). Therefore, one option
can be to use supermajority rules (see information about the Delphi
method in Section 4.5 Heterogeneous Social Interaction). In democracies,
this rule is often used in important political decisions. The long tradition
of requiring supermajorities rather than simple majorities implies that
opinions should approach unanimity. The disadvantage is that superma-
jority privileges the status quo over change (Fishkin, 2018: 20).

Voter Independence

The second condition in Condorcet’s theorem is that individuals must
vote independently of each other and be unbiased. Votes cannot have
causal effects on each other. The probability of one person being right on
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the problem must have nothing to do with whether other persons are right
on the same question (Landemore, 2013: 72). In practice, it will often be
difficult to determine variation due to error or systematic bias. The
assumption that individuals are independent leads to a paradox in the
theory of many wrongs. On the one hand, the theory says that the group is
collectively wise, but if individuals behave completely independent from
each other, there is no sharing of information or benefits from the input of
others. On the other hand, if there is too much information transfer
between individuals, the decisions will not be independent anymore.
Positive feedback can spread particular information quickly through the
group, and also encourage all individuals to make the same, possibly
incorrect choice (Sumpter, 2010).

Another paradox is that deliberation before voting is likely to increase
voter competence, but it may also have a negative influence on voter
independence. However, in a free and plural society that values a diversity
of perspectives, it is essential to let voters influence each other through
political discussions. From this perspective, Condorcet becomes less rele-
vant for modern democracies that rely on critical discourse, a free press, and
public discussions prior to voting. If it is not possible to share information
and opinions, this can easily create incompetent voters, which according to
Condorcet is also a threat against the best solution (Landemore, 2013).

Majority Decisions among Animals

Even animals sometimes follow a majority rule when making decisions
between binary discrete options. This typically happens when there is a
conflict of interest and large discrepancies in the group, for example, when
the angle between two directional options is more than 9o degrees
(Strandburg-Peshkin, Farine, Couzin, & Crofoot, 2005). Condorcet’s
theorem is also relevant in explaining how animal groups are able to make
accurate decisions when there are discrete options, like when fish swim
through a river network (Berdahl et al., 2018). One experimental study
shows that when the size of groups of fish increased, more of the fish
managed to follow the more attractive leader fish. Decision accuracy
improved with group size (Sumpter, Krause, James, Couzin, & Ward,
2008 & Sumpter, 2010).

When navigating, animal groups operate according to the “many
wrongs principle.” Each individual makes a noisy estimate of the “correct”
navigation direction, but by pooling these individual estimates, the accu-
racy is improved. The basic mechanism builds on the law of large num-
bers. If errors in individual estimates are unbiased and not perfectly
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correlated with each other, then a simple averaging across estimates
reduces noise and comes close to the optimal decision. This mechanism
covers both group movements and selection of alternative pathways. In
this case, majority rule serves the same purpose as simple averaging
(Berdahl et al., 2018).

4.3 Averaging

4.3.1  Averaging as Swarm Problem Solving in Animals

The section on decision threshold methods describes situations where one
individual has a piece of information, like the location of food, which is
then transferred to others through positive feedback. It can then be
effective to copy the behavior of the individual that possesses the relevant
information. However, animals also make decisions when there are two or
more options when none in the group knows more than the others. For
example, when a group looks for food in an unfamiliar environment, each
individual has some probability of making the “correct” decision, but no
individual is more likely to be correct than any other (Sumpter, 2010).
Under such circumstances, animal groups will sometimes use an
averaging strategy.

As already mentioned, the “many wrongs principle” refers to the general
idea that social interactions reduce individual errors, improves navigational
accuracy when groups move together. For instance, individuals which
move together in herds, flocks or swarms, will continually adjust their
route based on real-time perceptions of the movements of other agents.
Simulations have demonstrated that averaging can describe local social
interactions if individuals balance their own preference with how
their neighbors move. These simple mathematical models assume that all
individuals in the group are identical, follow the same interaction
rules and have the same level of navigational information or error
(Berdahl et al., 2018).

At first, one might think that averaging is a distinctly human decision
method since it follows a relative complex statistical rule, but surprisingly,
animal groups are also able to use this mechanism when navigating.
Already in the 1960s, some researchers proposed that birds and fish moved
in the average preferred direction of all individuals (Berdahl et al., 2018).
Recent empirical studies have also proven the existence of such a mecha-
nism. One example are wild baboons, which prefer a process of shared
decision-making instead of following dominant individuals when they
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Figure 4.4 Olive Baboons crossing Uaso Nyiro River in Kenya, photo Don Farrall/Getty
Images ©

navigate (Figure 4.4). If the disagreement on the angle of the direction of
movement is above 90 degrees, the baboons will choose to travel in one of
two preferred directions. In this case, majority rule counts, and every one
will eventually move in the same direction. However, below a critical
angle, if the differences in preferences are lower than approximately 90
degrees, the baboons” compromise. The group will then move towards the
average of the preferred directions (Strandburg-Peshkin, Farine, Couzin,
& Crofoot, 2015). Honeybee swarms use the same mechanism. Prior to
lift-off to a new nest site, the bee dances encode the direction to the chosen
nest site with some individual differences. The actual flight direction will
then be close to the average direction advertised by the different bees in
their dances (Oldroyd, Gloag, Even, Wattanachaiyingcharoen, &
Beekman, 2008).

When averaging, both baboons and honeybees improve their naviga-
tional accuracy because of the “many wrongs principle” (Simons, 2004).
When all individuals want to reach the same target destination, they will
navigate according to their unique directional information such as visual
landmarks, internal compass, and smell and so on. Each individual will
therefore navigate with some error, but when this error is unbiased, the
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average direction of the group is more likely to be correct than a random
individual in the group. Assuming there is no cost to aggregating infor-
mation, navigational error in the average direction decreases in proportion
to the group size. This is analogous to the central limit theorem that shows
how the standard error shrinks when the sample size increases. Averaging
effects reduce “noise” at the individual level of information, and produce
more accurate collective actions (Berdahl et al., 2018; Krause et al., 2010;
Strandburg-Peshkin et al., 2015; Sumpter, 2010).

However, animal groups do not explicitly average individual estimates
in a group because they can only observe their near-neighbors. Instead, the
collective behavior relies on individuals having access to different informa-
tion. According to “the many eyes principle,” animal groups can integrate
more information about the environment because it is distributed among
all the individuals. Therefore, the dominant male in the baboon group
does not have a higher chance of getting followers, in decision-making on
group movements. These daily decisions are shared equally between the
members of the group (Strandburg-Peshkin et al., 2015).

4.3.2 Human Averaging as Swarm Problem Solving

By now, there exists a lot of research that demonstrates averaging effects
within the “Wisdom of Crowds” literature (Surowiecki, 2005). A classical
example is the jelly-beans-in-the-jar experiment, in which the group’s
estimate is superior to the vast majority of the individual guesses. In one
study with 850 beans in a jar, only one of the fifty-six individuals beat the
crowd guess of 871. If ten different jelly-bean-counting experiments are
done successively, it is likely that one or two students will beat the group
each time. However, it is very unlikely that the same student outperforms
the group. Over ten experiments, the group’s performance or the crowd
will almost always be the winner compared with single individuals
(Surowiecki, 2005; Treynor, 1987).

The basic requirement in human averaging is that estimations, pre-
dictions, or judgements can be quantified. The crowd will often be studied
as the aggregation of separate individual judgements. Typically, the crowd
will solve simple tasks that assume the existence of a correct solution, such
as predicting changes in the stock market or betting on a sports event.
Each member of a crowd will submit some relevant information (signal)
and some random errors (noise). When these errors are truly random and
not systematically biased, the average will perform very well because the
errors cancel. A good example of the crowd estimate is the temperature in a
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room, since individuals use uniquely different strategies when they guess
the temperature (Davis-Stober et al., 2014; Surowiecki, 2005).

If certain conditions are fulfilled, a group can be remarkably smart when
their averaged judgements are compared with the judgements of individ-
uals. The individual heterogeneity in the group makes the aggregate more
accurate (Lorenz, Rauhut, Schweitzer, & Helbing, 2011). From one
perspective, this effect is primarily a statistical phenomenon that requires
some type of averaging technique. A typical definition of “crowd wisdom”
refers to the performance of a group average compared with an individual
selected randomly. If guesses exhibit a random deviation from the correct
answer, these deviations tend to cancel each other out when a large
number of them are aggregated. When inaccurate perceptions are diverse,
the shortcomings of the ones tend to compensate for the shortcomings of
the others. This gives a more accurate, global estimate. Other definitions of
crowd wisdom are more mathematically orientated, comparing the mean
of the individuals with the mean individual or defining accuracy as the
average squared error of prediction (Davis-Stober et al., 2014).

Several of the citizen science projects from Chapter 2 use averaging
techniques to aggregate independent volunteer contributions. The same
micro task is done by several persons independent of each other a certain
number of times. This increases the likelihood of getting correct and valid
information. For example, in the Galaxy Zoo project, hundreds of thou-
sands of online volunteers helped astronomers by classifying the shapes of
astronomical objects. Even though some single volunteer made mistakes,
this became less of a problem when many volunteers looked at that same
object. The group results were very accurate and showed that the crowd
can perform well on relatively simple tasks.

A comparison of several wisdom of crowd studies found that simple
crowd average is robust across different aggregation and sampling rules. In
most cases, the simple average of individual judges is wiser than a single
individual estimate. If the true score is well bracketed by multiple estima-
tions (near the median or average), the aggregate accuracy will perform
much better than the typical judge in the group. This crowd wisdom effect
is present even when judges are individually biased and the crowd aggre-
gate is not particularly accurate. Unless it is easy to identify the best
individual across tasks that are done repeated times, the best option is
instead to choose the unweighted aggregate of the crowd if the size is large.
Over time, even the best performers will lose against the crowd average
(Davis-Stober et al., 2014). Although the simple average or mean is the
most popular aggregation technique, others have argued that median is a
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viable option. When group size is small, medians are less sensitive to
extreme member estimates and may provide a more accurate result
(Tindale & Winget, 2019).

There are also other treats against averaging. If individual have very lictle
background knowledge, the crowd aggregate may be very bad. In one
study, the crowd made a very poor estimate when asked how many times a
coin must be tossed for the probability that the coin shows heads (and not
tails) on all occasions to be roughly as small as that of winning the German
lotto. Here, the estimate of a single “expert” is better, as a person with
competence in mathematics can quickly estimate the correct answer to be
24 coin tosses. Compared with the jelly bean experiment of the temper-
ature task, the coin example shows not only that those individuals are
imprecise, but there is also a huge systematic bias. Most real-life problems
include both imprecision and bias, and it is not always easy to distinguish
these from each other (Krause et al., 2010).

One way of improving the averaging methods is to weight individuals
differently, for example by giving more weight to expert members (Tindale
& Winget, 2019). However, there is still a risk that the decrease in variance
of predictions can offset bias in future aggregations. Another key concern is
the role of social influence. It is almost impossible to collect independent
opinions in society because people are part of social groups and will be
influenced by each other (Davis-Stober et al., 2014). An important con-
dition in the original “wisdom of crowds” approach is that the estimations
need to be made independent of each other (Surowiecki, 2005). While
animal groups are very effective in producing individually independent
information, humans are much more vulnerable to social influence. There
is a risk that negative social influence can reduce the diversity of perspec-
tives. For example, one study found that when the crowd received infor-
mation about the group estimate, the individuals changed their estimates
and performed worse as a group.

In the first round of the study, all subjects answered independently.
Afterwards, the subjects were allowed to reconsider their response after
having received full information of the group response. The new estimates
narrowed the diversity of opinions in a negative way even when the
individuals were not allowed to discuss the task with each other. One
explanation is that when individuals become aware of the crowd estimate,
they may move closer to the average because they assume that the crowd is
wiser. If all predictions are more narrowly distributed around a value, this
“range reduction effect” makes the crowd less reliable. The negative effects
of social influence will also be smaller if the individuals are more confident
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in their own estimates (Lorenz et al., 2011). The Delphi method builds on
this assumption (see Section 4.5.2).

4.4 Large Gatherings

4.4.1 Large Gatherings as Swarm Problem Solving among Animals

Are humans the only ones who let a large number of people come together
to solve a problem? Not entirely. Arguably the most famous example in the
animal world is the “waggle dance meeting” which is an event honeybees
arrange to find out where to move their nest. The house hunting will
usually begin when colonies become overcrowded in their nesting activi-
ties. About a third of the worker bees stay at home and rear a new queen,
while the rest, a group of ten thousand bees, leave together with the old
queen to create a daughter colony. The migrants travel about 30 meters
before they stop and form a beardlike cluster, where they stay for a few
days. From this place, several hundred house hunter bees will travel out
and explore 70 square kilometers (30 square miles) of the surrounding
landscape for potential home sites. They will usually identify around a
dozen potential home sites, which are evaluated by several bees to check if
they are sufficiently spacious or provide good protection. What is remark-
able is that the bees almost always select the single best site from the
options they have first identified (Seeley, 2010: 6). In this process, they
utilize a range of strategies that are also relevant for human swarm
problem solving.

The scout bees follow three steps in their collective decision-making
process. First, they search widely for prospective nesting sites and identify
all the available options in the surrounding area. They look for small, dark
openings that can provide a roomy and protective nest cavity. None of the
bees checks the same area; they are able to maximize the diversity of their
searching behavior, and thus optimize the chances of finding an excellent
home. The differences in flight routes may be due to where they have
previously worked as foragers or differences in their “personalities.” Since
the search group is so large, with several hundreds of bees participating,
they are usually able to identify the best sites very quickly, usually within
hours or a few days (Seeley, 2010: 224, 234-235).

The second step is that the bees meet at the cluster and freely share
information about all the available options. The scout bee that has located
a good potential nesting site announce the discovery through a waggle
dance which aims to recruit other scouts to the fly-out and evaluate the
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sites. These recruited bees will then fly out, assess the site independently,
and then return to dance for that site. Dances are more frequent for
better sites, leading to a faster recruitment of scouts. This is how the
positive feedback loop of recruitment to the different sites begins
(Sumpter, 2010).

What is extraordinary with the honeybee waggle dance is that it gives
specific information about the distance, direction, and desirability of the
site (Figure 4.5). The duration of each waggle run is the distance coding
and gives information about the length of the outbound flight. Second, the
waggle run is positioned as a direction coding by running at the same angle
as the proposed outbound flight relative to the sun’s direction. The dance
is a specific flight instruction: “Should we consider this site which is
located X degrees to the right (or left) of the sun and Y meters away.” In
addition, the number of dance circuits inform the relative desirability of
the site. The better the site is, the stronger the advertising dances will be,
resulting in a stronger positive feedback for this site. The dance attracts the
other uncommitted scout bees to a specific site, and the scouts who made
the original discovery tend to be especially persistent in sharing their
information (Seeley, 2010: 11, 224, 226-227 235-236).’

One can look at the waggle dances as a large gathering with competing
“dance” advertisements for different candidate nest sites. At any given
point of time, some scout bees will be committed to a candidate, while
others are still uncommitted. A committed scout will advertise “her” site to
uncommitted scouts and recruit them to visit the advertised site. When the
recruited bees return, they advertise the same site and begin to recruit even
more scouts to the particular site. Supporters of one site can also become
apathetic and rejoin the neutral voters. Since the bees that have found the
best site will dance most intensively, they will gain supporters more rapidly
and these supporters will move back to a neutral status more slowly. The
interest in some sites will shoot up, while others fade away.

All bees are free to advocate any site, and all views are voiced and
respected. What is important is that the scout bees do a personal, inde-
pendent evaluation of the different sites. Each individual decides whether
she want to fly out to the site and whether she want to advertise it when
returning. No scout bee will follow another dancer without inspecting the
site. This is important because if scout bees blindly copy other bees, they
would make biased decisions by overemphasizing the reports from the first
scouts. The aggregated information builds on an open debate with con-
tributions from dozens, if not hundreds of scout bees with independent
opinions (Seeley, 2010: 224, 226-228, 235-236).
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Figure 4.5 The honeybee waggle dance. The direction the bee moves informs others
about where the site is. The duration of each dance informs about the distance to the site,
photo Paul Starosta/Getty Images ©
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The positive feedback mechanisms aim to recruit a sufficient number of
scouts to one site to pick a winner. Even when the best site is discovered
several hours after the other candidates, it will still quickly dominate the
competition. The decision-making process is essentially a competition
between alternatives to accumulate support, and the winning alternative
is the one that first surpasses a critical threshold of support from the bees.
When the scouts visiting one of the potential home sites exceed a specific
threshold number, a quorum response is initiated which suddenly makes
them return to the swarm. There is enough evidence to make the best
decision. Back in the swarm, the scout bees who are convinced begin using
piping signals to inform thousands of nonscout bees to begin warming
their flight muscles. These preparations even start before all scouts have
reached consensus since it is vital to speed up the process. Quorum
responses ensure that the consensus decisions are both very accurate and
time efficient since not all have to agree before a decision is made (Seeley,
2010: 8, 230). At the same time, the honeybees show that their solutions
are surprisingly accurate (Seeley, 2010: 8, 226-230).

The bees’ survival depends on the decision about their new home. This
is why they expend a lot of effort in searching for possible home sites and
debate it for several days. The large gatherings of honeybees are interesting
also in relation to human swarm problem solving, both in how all relevant
options are identified, how this information is effectively shared, and how
accurate decisions can be made more quickly through a quorum response
(Seeley, 2010: 226-230). If we look at the basic idea of deliberative
democracy, there are several similarities. People should listen to each other,
include all relevant arguments, and criticize them in a fair way. Without
these qualities, democracy can easily end in manipulation and misled
opinions (Fishkin, 2018).

4.4.2  Large Gatherings as Human Swarm Problem Solving

Deliberative Polling

If we look at large gatherings as a specific mechanism in human swarm
problem solving, Deliberative Polling is one example that resemble how
honeybees quickly solve problem together. It is a participatory governance
method developed by James Fishkin (2018). It includes the “whole terri-
tory” by inviting a representative sample from the whole population.
Random sampling is a strategy that ensures inclusion by gathering the
whole population in a smaller group to make it easier to deliberate. The
problem with self-selected participation is that the samples are
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unrepresentative, and participants who show up will often have special
interests and not really be engaged in finding out what is best for the whole
community. In Deliberative Polling, criteria for demographic and attitu-
dinal representativeness are therefore included to optimize representation.
Demographics representativeness cover standard categories such as class,
gender, education, income, and ethnicity. Attitudinal representativeness is
equally important and seeks a representative microcosm of the political
viewpoints in the population. It is also important that the group is large
enough, so the sample size is representative and includes all relevant
diversity in the whole population. A large group makes it possible to
produce meaningful statistically representative results. Usually, several
hundred persons will participate in a poll. One of the advantages with this
sampling, is that it is an effective way to get access to the opinions of an
entire nation. If all members have an equal chance to participate, this is
another variant of equal opportunity. Demographic and attitudinal
representativeness ensure that all relevant viewpoints and interests are
included in an appropriate proportion in relation to the population
(Fishkin, 2018).

The poll participants are the “scout humans” that do the work for the
entire population. Similar to bee nest siting, the poll participants will
typically meet to deliberate a couple of days. While the bees are genetically
designed to share and listen to all information in an open way, humans will
often need somebody to help them organize a similar process. Small group
discussions can easily become polarized. Cass Sunstein has found that if an
issue has a midpoint, the group will often move further away from the
midpoint and become more extreme. One reason is an imbalance of
arguments. If most people are positioned on one side of the midpoint,
they are more aware of arguments supporting only one of the positions.
Another reason is the “social comparison effect” which occurs when people
compare their views and feel a social pressure to fit in (Fishkin, 2018:
76, 142).

Deliberative Polling addresses this challenge by using balanced info
materials and moderators that ensure that everyone is allowed to speak.
Discussions can easily become too dominated by men or those who are
educated. It is important that the ground rules for the discussions protect
individual opinions from the social pressures of consensus. Therefore, the
facilitators are trained to bring out minority opinion and to set a tone for
respecting all opinions equally. The briefing materials are typically made
beforehand by an advisory group which seek to include competing
accounts. The participants also pose answers to experts with different
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opinions in the plenary sessions. In order to ensure independent opinions,
and avoid conformity pressure, the participants’ final considered judge-
ments are collected in confidential questionnaires at the end of the process
(Fishkin, 2018).

An interesting example of Deliberative Polling is the participatory
budgeting project in the capitol of Ulaan Baator, Mongolia. Over two
days, 317 persons participated in the Government Palace. These respon-
dents were drawn from a larger stratified random sample of 1,502 resi-
dents. The randomly selected individuals comprised a balanced
representation of households, from both apartment areas and the tradi-
tional tent communities. When the participating residents arrived, they
were randomly assigned to small groups of about 15 persons who would be
together during the weekend. The participants received briefing materials
and the moderators supported the group processes. The groups also
identified key questions that panels of competing experts addressed in
the plenary sessions (Fishkin, 2018: 94—95).

It was expected that the final results would give the proposed Metro
system top priority, but instead the best-ranked proposal was “improved
heating for schools and kindergartens,” mainly because Ulaanbaatar is one
of the coldest major cities in the world. The groups also opted for a cleaner
environment, even if it would make energy prices higher. In addition, the
participants reported greater respect for others’ opinions by being part of
the process. The results from the Poll were afterwards included in the
Action Plan for the City Master Plan in the exact order determined by
the citizens. Other elected representatives in the city experienced the
process as a legitimate democratic process (Fishkin, 2018).

Furthermore, in 2017, the parliament of Mongolia passed a law that
requires Deliberative Polling as a form of public consultation before the
parliament can consider amendments to the constitution. In the first poll
that built on this law, a national random sample of 785 was invited over
the weekend to deliberate in the Government Palace. It was an extraordi-
narily high rate of participation for those invited. Also on this occasion, the
results gave important advice to the national parliament. Two of the most
ambitious proposals for change, the indirect election of the president and
introduction of a second chamber, were rejected. The main reason was the
negative results from the Deliberative Polling (Fishkin, 2018).

Deliberative Polling appears to be a successful example of human swarm
problem solving. According to Seeley (2010: 224), the honeybee
researcher, swarm problem solving depends on four things. First, the group
needs to be large enough for the challenge. Likewise, it is important that
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the sample size in the Poll is large enough to be representative for the
whole population. Second, the swarm must consist of people with diverse
backgrounds and perspectives. The Poll ensures this through not only
demographic representativeness but also attitudinal representativeness.
Third, individuals should, like the bees, be encouraged to do independent
exploratory work. In the Poll, this happens by letting many smaller groups
deliberate independent of each other. In the end of the process, the
participants also make an individual, independent assessment through
anonymous voting. While the bees end up selecting only one winner site,
the Poll ends up with a ranked list of prioritized solutions. However, a
major difference is that the bees identify all available options and collect
information by themselves during the process. In the Poll, most of the
background information is collected in advance by experts and summa-
rized in briefing material. It is essential that this information is balanced
and unbiased.

Fourth, it is important to create a social environment where everyone
feels comfortable about proposing solutions and sharing information with
full honesty. The waggle dance of the bees shares information regarding
the options in a precise way, and the goal with the deliberation is also to let
everyone be free to put forward arguments and criticize them in an open
way. In the Poll, a moderator supports the group to ensure that the group
dynamics are as good as possible. The bee competition for the best site is
friendly because the bee swarm has a common interest. Likewise, the
Deliberative Poll often addresses issues that are relevant for all citizens,
like constitutional change.

Hackathons

Obviously, there is a huge variation in how humans use large gatherings to
solve problems together, also in nonpolitical areas. In the offline setting,
the hackathon is one such example of a gathering with up to 1,000
participants (Figure 4.6). It is an event where people who not usually
meet, gather for a few days to solve a problem together. Most hackathons
center on software development. For instance, Google, Facebook, and
open-source software projects like Linux host hackathons to rapidly
advance work on specific development issues. In addition, universities
and national and local government agencies increasingly arrange hacka-
thons to build technology that addresses different societal issues, such as
helping the elderly cope with dementia. Some events may have as many as

1,000 participants (Trainer, Kalyanasundaram, Chaihirunkarn, &
Herbsleb, 2016). A hackathon is also called a “hackfest,” which is an
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Figure 4.6 Hackathon in Berkeley, California in 2018. Students work at Cal Hacks 5.0,
the largest collegiate hackathon, in Berkeley, CA, November 3, 2018, photo Max
Whittaker/The New York Times/NTB
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abbreviation of hacking festival. Codesprints or codefest is another term
that avoids some of the negative connotations associated with the term
“hack.” These sprints are usually organized as an intensive computer-
programming event with specific goals and a short timeframe. However,
most hackathons are quite open-ended and exploratory, with various
activities going on at the same time. At the end of hackathons, individuals
or groups will usually present or demonstrate their results (Briscoe &
Mulligan, 2014).

Like with the honeybees, the participations will work hard within the
short time period of the event. Typically, a hackathon will last between a
day and a week in length. Eating and sleeping is often informal, and
sometimes people will even sleep on the site. Participants will usually need
computer programming skills; the exception is some hackathons organized
for educational or social purposes. Participants must also be able to work
comfortably with new people in small informal teams. This includes
intense work conditions with time pressure. At the end of the hackathon,
they must be able to present the work to others in a compelling way in a
short time (i.e., pitching to potential investors) (Briscoe & Mulligan,
2014).

Hackathons will usually begin with a plenary presentation about the
event and the contest format, including the challenge prizes if available.
Sometimes, the prizes will be a substantial amount of money. A panel of
judges will then select the winning teams, and prizes are given. The judges
can be organizers, sponsors, or peers. It varies to what degree information is
shared online before the conference starts. The number of participants and
the organization of teams will depend on the concrete tasks. Usually, the
participants suggest ideas and form teams, based on individual interests and
skills. Sometimes they will pitch their ideas to recruit more team members
(Briscoe & Mulligan, 2014). This is somewhat similar to how the honeybees
also attempt to recruit other scouts to join them in investigating one
specific site.

Although the hackathons are brief, one of the expected benefits is to
build a community (e.g., often only a few days). When the participants
observe and interact with another, they share the feeling of being at the
same place. This proximity can contribute to the development of durable
social ties. During the hackathon, it is important that the interpersonal
relationship is of such a quality that people feel free to ask and offer help,
and work openly so others can observe their work. By getting in contact
with others, participants have the opportunity to identify common inter-
ests. If they share the same interests, it is more likely that they will trust
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each other and want to work together (Trainer et al., 2016). Like with the
honeybees, the hackathon let all participants move freely around, interact-
ing with whomever they want.

Because of time pressure in completing work within the deadline,
participants learn a lot about each other. However, one study still found
that some participants were not comfortable asking for help, showing the
importance of participants becoming acquainted. Some participants also
maintain contact after the hackathon (Trainer et al., 2016). Hackathons
illustrate that an offline setting can be used to let a large gathering of
people solve problems in effective ways within a short period.

Swarm Platforms

In the online setting, new swarm platforms are being invented that attempt
to involve large gatherings of people in collective problem solving. One
interesting example is the UNU platform, which attempts to enable large
groups to solve a challenge within an extremely short period. This is done
in an online environment that enables a group to synchronize all their
contributions in real time. Modeled after biological swarms and how many
species reach group decisions by deliberating in real-time systems, the
platform lets online groups work together as a dynamic moving group or
“swarm” that can quickly answer questions and make decisions by explor-
ing a decision-space and converging on a preferred solution. By giving
people a very short decision-making time, the intention is to reduce social
biasing effects like snowballing, which is considered to be a problem in
majority voting systems, which arise from sequential voting where persons
can observe how other votes have been given (Rosenberg, 20175).

The design of the UNU platform is inspired by honeybee nest siting —
how they integrate diverse information, competing alternatives, and con-
verge on a unified decision when a sufficient quorum is reached. The
primary goal is to design a system that allows networked users to make
intelligent decisions by reaching decisions in real-time systems, modeled
after natural swarm behavior (Patel et al., 2019; Rosenberg, 201 5; Willcox
et al., 2020). This process is labeled as Artificial Swarm Intelligence (ASI)
because the system architecture runs algorithms modeled on the decision-
making process of honeybee swarms. All participants receive instant feed-
back on the movements of the human swarm group. This allows each user
to adjust their own preferences in relation to the changing swarm behavior.
Inspired by the complex body vibrations in the “waggle dance,” the
technology intends to model something similar in human groups (Patel
et al., 2019; Willcox et al., 2020).
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Individuals in the swarm respond to a question by pulling a “graphical
magnet” with their mouse cursor towards one of the proposed answers.
The group will in real-time collectively pull on the puck toward one of the
preferred answer options. Every individual can also at any moment change
behavior, making it possible to negotiate among alternatives. The answer
period varies, but is usually within 6o seconds, often much quicker. The
group output is the result of a “tug of war” between all participants.
Individuals who do not adjust their magnet will lose influence over the
swarm’s outcome, just like bees vibrating their bodies to express favor for a
new home site in a biological swarm. The pull from each user’s magnet is
visible to other users, and the aggregated force from all of the magnets
controls the movement of the puck (Patel et al., 2019; Willcox et al.,
2020).

Like with the bees, the collective decisions build on reaching a threshold
level of support, weighing the input from the group of swarm members,
and their mutual excitation and inhibition. When a certain number of
individuals prefers one specific option, and exceeds a certain threshold, the
answer is eventually selected (Patel et al., 2019; Willcox et al., 2020).
A study of the system found that the group’s final answers when swarming
were significantly different from the swarm initial mean and the
survey answers. The results show that individuals respond to the swarming
experience and do not only change their answer to conform to most of the
individuals in the group. The changes in responses are both influenced by
the dynamic expression of individual answers and the confidence in those
answers. Individuals must intuitively negotiate many factors in a short
period, including their own conviction in their answer and the real-time,
changing distribution of answers in the group at large. When individuals
choose to pull for other alternatives, they choose a nearby option that is
also still close to their original preference (Willcox et al., 2020).

Human online swarming can be regarded as a new wisdom of crowd
approach. However, the collective performance of such systems is still uncer-
tain. A few scientific studies have shown positive results compared with other
wisdom of crowd approaches. It illustrates that it is possible to utilize real-time
dependent contributions and not only aggregate separate independent con-
tributions (Patel et al., 2019; Rosenberg & Willcox, 2018; Willcox et al.,
2019, 2020). For example, when assessing whether patients were positive for
pneumonia based on their chest X-rays, a group of radiologists reduced the
percentage of errors by 33 percent compared to the averaging the individual
estimates (Rosenberg et al., 2018). In another study, the human swarm also
performed better than one of two machine-learning models (Patel et al.,
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2019). In general, these online swarm platforms are interesting because they
allow for a very large group of individuals to gather for a very short time and
make effective, relatively accurate, decisions.

4.5 Heterogeneous Social Interaction

4.5.1  Heterogeneous Social Interaction in Animal Swarm Problem Solving

Do individuals in animal groups usually behave the same way when they solve
problems together? While averaging methods and decision threshold methods
assume that individuals are identical units, there is today increased interest in
how individual differences influence group behavior. For instance, genetically
diverse honeybee colonies maintain a more stable nest temperature than
genetically uniform bees. The reason is that diverse bees respond at different
temperatures, thereby avoiding “all or nothing responses” that could easily
overshoot the target temperature (Sumpter, 2010).

In other animal groups, group heterogeneity includes the presence of
both leadership and other specific social structures (Jolles, King, & Killen,
2020). Individuals will fulfill different roles in a group when they solve a
problem together. When chimpanzees hunt monkeys in groups, they take
complementary roles. The driver chases the prey in a certain direction,
while the blockers prevent the prey from changing directions. Although
this type of group hunting looks like genuine collaboration, the most likely
explanation is that they follow simple interactional rules. Each animal fills
whatever spatial position is still available at any given time. Encircling is, in
this way, accomplished in a stepwise fashion. The group hunting does not
require a prior plan or agreement; each individual chases the prey from its
own position (Moll & Tomasello, 2007).

Complementary roles in a group hunt can be explained as simple
associative learning. One simple rule is that each individual follows their
preferred stalking pattern and goes straight towards or circle around the
prey. The timing of actions between the animals needs to be synchronized
to make the hunt effective. For example, when wolves fan out and encircle
prey, they follow two simple rules; get to the closest safe distance from the
prey, and get the best possible view of the prey (Figure 4.7). By following
these two rules, each individual will at the same time move both towards
the prey and away from other individuals, so those in front do not obstruct
their view (Bailey, Myatt, & Wilson, 2013).

Body posture may be important as communication, particularly in
instances where the prey is only visible to the first animal. It provides
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Figure 4.7 Cow moose defends her newly born calf from the Grant Creek wolf pack
while surrounded in a tundra pond in Denali National Park, Alaska, photo Patrick
J. Endres/Getty Images ©

information about prey position and direction of travel to the other pack
members. For example, when lions see prey, they adopt a ridged, alert
posture which give the other lions information about the prey’s presence
and location. In addition, individuals often choose to adopt a similar
posture or speed of travel to that of conspecifics during hunts resulting
in greater synchronization. This copying of behavior between individuals is
effective because individuals base their decision both on information from
the environment and from each other. In most circumstances, these
strategies, which require a low level of cooperation with simple interac-
tional rules, may be very effective (Bailey et al., 2013). Studies of schooling
fish have also shown that they organize themselves in an attempt to obtain
independent individual information. Their network of social influence is
structured to reduce the probability that individuals obtain correlated
(redundant) information from others (Couzin, 2018).

Furthermore, in most cooperative hunting species, there is some degree
of information transfer amongst individuals in group hunting, achieved via
visual, tactile, vocal or olfactory cues/signals or a combination of these.
Depending on the hunting strategy, this can take the form of both
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Figure 4.8 African Elephant herd walking on marshy area of Amboseli National park,
Kenya. The oldest female is the leader of the herd, photo Manoj Shah/Getty Images ©

inadvertent behavioral cues or intentional signals. For example, vocal
communication is ineffective for predators that typically rely on ambush,
because the sound would alert prey. Dogs, however, rely less on surprise
and thus can use vocal communication. In high levels of vegetation with
poor visibility, calls may help coordinate pack movements, but they do not
communicate specific hunting behaviors (Bailey et al., 2013).

These studies are interesting because they illustrate that higher-level
cognition is not necessary to perform highly organized cooperative hunts.
Effective coordination is achieved by following simple interactional rules in
combination with some degree of associative learning (Bailey et al., 2013).
Although chimpanzees are “mutually responsive” and adjust their individ-
ual actions according to the actions of other individuals in the group, there
is no indication of joint planning. Nor is there any indication of a
chimpanzee leader which directs the group activity (Moll & Tomasello,
2007). The collective behavior of these animal groups illustrates how
simple interactions at the local level create complex patterns of coordinated
activity at the system level.

Although these examples illustrate collective problem solving without
leadership, many animal groups will still rely on a small minority acting as
leaders. Leadership emerges when informed individuals successfully guide
naive individuals towards favorable environments. Like elephants, smaller
groups may recognize some individuals to be leaders, but this leadership is
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usually anonymous in large groups (Figure 4.8). For instance, if informa-
tion sharing about who has the relevant knowledge cannot be directly
signaled, leadership can instead be achieved when the informed subclass
moves more quickly than the naive majority. When speed variations are
used to transfer information, surprisingly few informed individuals are
required to effectively lead a group (Berdahl et al., 2018). When moving
together, individuals with faster speeds or slower turning behavior will
tend to end up at positions towards the front and edge of groups. The
leader in the front of groups will have a larger influence over group
movements and decision-making because of how the information flows
in the group. For example, fish leaders will elicit following from naive
conspecifics by showing more directed movement paths or greater likeli-
hood of initiating motion. In many cases, those individuals with relevant
information or experience are more likely to get followers. For example, in
groups of elephants and killer whales, knowledgeable and older individuals
lead foraging decisions, especially when the environment is changing.
Individuals which are central in social networks are also more likely to
get followers (Jolles et al., 2020).

However, there will be a conflict of interest between maintaining group
cohesion and moving towards the individually preferred target. If the
group becomes too large or too diverse, it may become fragmented. One
mechanism that helps avoid this is that members of the group rotate at
being leaders. Because it is costly to devote a lot of attention to gathering
information, it may also be more effective to have some leaders who
primarily focus on environmental cues and followers who predominantly
rely on social cues. This group heterogeneity may be an outcome of
evolution, rather than simply a consequence of age structure or mixing
(Berdahl et al., 2018; Jolles et al., 2020).

Studies show that only a very small group of goal-oriented individuals is
required to lead a large numbers of uninformed individuals to novel
resources. Naive individuals can even improve collective navigation,
because they, in line with the many wrongs principle, contribute with
errors that can actually stabilize consensus decision-making and increase
the speed and sensitivity of consensus (Berdahl et al., 2018; Jolles et al.,
2020). Likewise, studies of human groups show that a small, informed
minority (5 percent) could guide a group of naive individuals to a target
without verbal communication or obvious signaling. When conflicting
directional information was given to the informed individuals in the
group, the time taken to reach the target did not increase significantly. It
suggests that this mechanism can also be effective even when the informed
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subgroup disagrees on the preferred options. When there was a disagree-
ment, the majority dictated the group direction (Dyer et al., 2008).
Another aspect of group heterogeneity is the possibility of social learn-
ing. Social learning allows knowledge possessed by informed individuals to
spread through the group and across generations through unidirectional
copying behavior. If naive individuals follow more knowledgeable group
individuals along a path or a migration route when they travel, they may
learn the route by being exposed to the cues associated with that route.
This learning is unidirectional in the way that individuals gain personal
information by following others who already have that information. Over
time, they will become an informed subset. For example, cranes have no
genetically encoded preferred direction in navigational tasks but will
instead rely on social learning over generations. Because there are different
levels of knowledge in the group, naive individuals can learn migratory
routes that may be helpful in future journeys. In such groups, there will
both be informed and naive individuals. Intergenerational leadership will
be one way that social learning can emerge. For example, neither genetic,
nor environmental factors, explain Atlantic herring annually returning to
specific sites to feed and breed. The most likely explanation is that young
individuals school with and learn from older and more experienced indi-
viduals. Light-bellied brent geese also choose staging and wintering sites in
adulthood that are identical or very near to those of their parents, indicat-
ing social learning of migratory routes. In such cases, successful navigation
will be more effective with leadership by the informed subgroup. The
other alternative, navigating by the “many wrongs” principle and averaging
estimates across the entire group, would be worse when a large group of
naive individuals lack experience of the route (Berdahl et al., 2018).

4.5.2  Human Heterogeneous Social Interaction as Human Swarm
Problem Solving

There is also CI research that examines heterogeneous interaction through
collective problem solving in different social network structures. These
social structures will follow specific interactional rules. For instance, an
important part of the original wisdom of crowd approach is decentraliza-
tion (Surowiecki, 2005). Centralized networks are organized around a core
or a leader, while decentralized networks open up for more direct social
interaction. Here, the emphasis is on utilizing local and specialized indi-
vidualized knowledge and avoiding a too strong centralization of the
collective work.
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In contrast, centralized networks have a structure where communication
flows disproportionately through one or more members instead of being
equally distributed among all members. In highly centralized structures,
the core, or a coordinator, will broker all interactions amongst the periph-
eral group members. This guarantees that the core has access to all critical
information and sole responsibility for coordinating activities for the whole
group. The potential disadvantage is that the periphery will then become
completely dependent on what the cores decides to share of information.
Individuals in the periphery cannot share knowledge or learn from each
other directly, and this is assumed to inhibit the problem-solving process.
The core may end up being a bottleneck if a large quantity of information
must flow through it or it can lead the whole network astray with bad ideas
(Shore, Bernstein, & Jang, 2020).

Decentralized Networks

Because of limitations in centralized networks, decentralized structures
have become more popular in recent years. It is assumed that a peripheral
individual, who is closer to the problem, is more likely to provide a good
solution. In addition, knowledge sharing can be done more effectively
throughout the system. One study finds that in decentralized communi-
cation networks where everyone is equally connected, group estimates
become more accurate because of information exchange instead of just
aggregating the independent individual contributions. The social learning
results in both individual and collective judgements becoming more
similar and more accurate. In decentralized networks, social learning aims
to utilize the heterogeneity of contributions in a more effective way
(Becker et al., 2017). The results point to the importance of learning
between near-neighbors and having a transparent access to information in
these closer surroundings. Less confident or informed individuals can
adopt better solutions from their peers. This communication may also
lead to learning and important sharing of knowledge that increase the
collective performance. It can be particularly valuable to rely on peers’
knowledge when newcomers lack sufficient relevant experience (Lave &
Wenger, 1991). Both IdeaRallys and hackathons, mentioned in the previ-
ous section as an example of a large gathering, also build on a decentralized
network structure. This structure allows for flexible social interaction that
enables participants to easily engage with each other without needing to
communicate through a central core. The Foldit gaming community also
resembles a decentralized network with different teams competing against
each other, but at the same time, they share information and learn from
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each from other. Individuals take on different roles in teams, being both
“solvers” and “evolvers” (see Section 2.3).

However, some wisdom of crowd studies also point to negative effects of
social influence and knowledge sharing because individuals align their
judgements and produce more bias. If a few individuals dominate, group
estimates will more likely increase the error (Lorenz et al., 2011). Social
influence does not automatically lead to learning but can result in
“herding,” with individuals just following the group instead of making
their own individual independent judgement. Subgroups within a decen-
tralized network may become too attached to an existing set of ideas. In
uncertain environments, individuals will also have a tendency to copy their
peers, which can lead to collective bubbles and clustering that increase
conformity pressure (Shore et al., 2020).

Centralized Networks

There is lack of research in the field and it is far from obvious that
decentralized networks are always superior to centralized networks.
Human groups use many different network structures depending on the
problem they want to solve. For example, wisdom of the crowd problems
typically focus on a limited range of problem types, which involve static
information. In rapidly changing environments, one recent study finds
that centralized networks are more effective. This experimental study
tested the effect of seven network structures on problem solving in a
shifting environment. A murder mystery task was given, and early infor-
mation encouraged individuals to first draw the wrong conclusion. When
they later received new information, they would have to change the
proposed solution (Shore et al., 2020).

The results show that the best performers were the centralized networks
with peripheral nodes not being connected with each other. The core
nodes in the centralized network identified more unique solutions than
other networks structures such as a complete clique or local cluster. The
two-way communication between the core and the periphery ensured the
flow of communication and spread of good ideas. The positive effects arose
because herding and conformity pressure were minimized and learning
maximized. The inability of peripheral nodes to interact with each other
did not limit problem solving, but preserved a degree of independence of
judgement. This resulted in more openness and adaptation to new infor-
mation. The periphery was more adaptable to new information and less
likely to retain a wrong answer that had been established in the group too
early. The centralized network also generated solutions that were more
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diverse. Although these were not recombined, good ideas still spread
effectively even when they contradicted the majority opinion (Shore
et al., 2020).

Furthermore, the core node appears to be essential in this network
structure. The core gets access to many different opinions and uses its
special position to learn from the peripheral independent nodes. It also acts
as a filter, selecting promising ideas and sharing them with the periphery.
Nor will the central node feel the same group pressure as a smaller cluster
that is internally cohesive. This reduces the likelihood of being stuck with a
premature consensus solution. The core can also make everyone voice their
opinion to maximize the production of diverse ideas. The success lies in
limiting conformity pressure, but still retaining efficient connectivity,
promoting social influence as learning without herding.

However, there is a risk that the core becomes a bottleneck by giving too
much weight to a few ideas or their own idea. If a central node has a bad
idea, it can have a negative influence throughout the network. This is in
line with the original assumption by Surowiecki (2005) that crowd
wisdom occurs only if no single individual is too influential. Another issue
is that in the experiment, random individuals were in the key central
positions, which is not usually the case in authentic problem solving
(Shore et al., 2020). Still, the findings suggests that both centralized and
decentralized networks can utilize heterogeneous social interaction in
effective swarm problem solving.

The Delphi Method

Moreover, there are specific crowdsourcing methods that seek to solve
complex problems by using a centralized network structure. One of the
most well-known methods is the Delphi technique or the Delphi
method, a method often used in idea-generation and forecasting, but has
since been widely applied in other areas (Tindale & Winget, 2019). It has
been applied in various fields such as program planning, needs assessment,
policy determination, and resource utilization (Hsu & Sandford, 2007).
The method can be used to determine expert consensus when it is
difficult to use other research methods or there is a lack of research on
the topic. Panel members will typically be invited to solve the problem
by using their professional or personal experience, i.e., practice-based
evidence (Jorm, 2015). It is a widely used and accepted method for
gathering data from respondents within a specific domain of expertise.
The communication is organized to stimulate a convergence of
individual opinions around a specific problem. The consensus evolves
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gradually through a collection of data from the panel members in multiple
iterations (Hsu & Sandford, 2007).

The method is used to explore possible strategic alternatives within an
area, explore underlying assumptions around a problem, and seek out a
broad range of information, like connecting informed judgements on a
multidisciplinary topic. Evidence may be available, but it can be incom-
plete or cannot be adapted to practice in a simple way. For example, in
mental health research, the method has been used to define foundational
concepts or determine collective values within an area (Hsu & Sandford,
2007; Jorm, 2015). The panel members who often are experts will use a
range of different evidence to make their judgements, such as systematic
reviews, individual experiments, qualitative studies, and personal experi-
ence. The panel may also include a wide range of stakeholders such as
clinicians, researchers, consumers, and caregivers (Jorm, 2015).

The process has many variants, but the first step is usually to formulate a
clear question that is answerable by the methodology. The group is
challenged to make an estimation or a prediction, such as for example
what mental health research topics should be prioritized by funders (Jorm,
2015). A facilitator will organize the Delphi study and recruit a group of
individuals (panel members) with some expertise on the topic. Ideally,
there should be a specific sampling strategy to recruit these experts.
Although the group size can vary a lot, it will typically be from ten to 50
participants. Since the process depends on a statistical analysis, it is normal
to recruit a relatively large number of participants to produce stable results
(Jorm, 2015).

Typically, questionnaires will be used to collect data. The facilitator will
compile a questionnaire with a list of relevant statements that the experts
are to rate for agreement. The items can build on literature search or
through qualitative feedback from the expert panel or other stakeholders.
These items will usually attempt to give a complete coverage of an area
(Jorm, 20715).

The facilitator will then send out and collect independent individual
responses from the questionnaire. The invited group members make a
series of independent estimates, rankings, or idea lists on a specific topic.
The facilitator then compiles or aggregates the member responses and
sends it back again to each participant as a meaningful summary (mean
rank or probability estimate, list of ideas with generation frequencies, etc.)
(Tindale & Winget, 2019). The feedback is sent anonymously to each
individual in the group, but they can still compare the individual responses
with the rest of the group. The results will typically be given as percentage
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endorsement or mean score for each item on a Likert rating scale. The
emphasis is on describing the participant’s own position in relation to the
whole group. Qualitative feedback is used less often. It will be distributed
as a summary of the group comments and make each participant aware of
the range of opinions and the reasons that are given (Hsu & Sandford,
2007; Jorm, 2015).

In the second round, the participants can choose to revise or re-rate their
initial estimations or judgements based on reading the group results. The
results are presented in a well-organized summary of the prior iteration,
which allows each participant to learn, gain new insights, and clarify or
adjust their own choices. Individuals who deviate from the majority
opinion can be asked to explain why, and this new information may also
be sent to everyone and can potentially change the majority opinion in the
group (Hsu & Sandford, 2007; Jorm, 2015).

Responses will usually converge after some rounds, and a statistical
criterion is used to define when consensus has been reached. There is no
single answer to what the percentage should be, but the cutoff may be
lower for a multidisciplinary group than a single disciplinary group. Since
the aim is to reach consensus, a supermajority rule will typically estimate
when the group agrees, with items needing up to 90 percent endorsement
to be included in the final iteration. Items in the initial questionnaire that
deviate a lot from the consensus criterion might be eliminated immediately
(Hsu & Sandford, 2007; Jorm, 2015; Tindale & Winget, 2019).

The Delphi method can go over several rounds, but two rounds is most
common. The presentation of group opinions as statistical results allows
for a more impartial summarization of the collected data. It also ensures
that opinions generated by each individual is well represented in the final
iteration. The final outcome can range from a frequency distribution of
ideas to a choice for the preferred outcome or the central tendency (mean
or median) estimate (Hsu & Sandford, 2007; Jorm, 2015; Tindale &
Winget, 2019).

The Delphi method deviates from the wisdom of crowds approach
proposed by Surowiecki (2005) in some ways. The original claim of
making independent individual contributions is only important in the
first round of the data collection. This strategy intends to avoid
groupthink. In groups where members have similar backgrounds and
interests, there is a risk of creating conformity pressure. However, the
process is entirely different in the second round. Then, the participants are
challenged to modify and seck consensus with the rest of the group based
on aggregated group results. The anonymity of the responses intends to
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reduce conformity pressure and bias by ensuring that individuals do not
have to agree with the rest of the group. Since the outcome will be an
aggregated quantified result, it is reliant on equal participation and avoids
influence from dominant individuals. In addition, the facilitator can
remove irrelevant content that focuses on individual interests or statements
rather than focusing on the collective problem solving process (Hsu &
Sandford, 2007).

The social structure is very similar to a centralized network and depen-
dent on the competence of the facilitator. The process emphasizes knowl-
edge sharing between members, but without any direct contact between
group members. The iterations show that individuals are allowed to be
influenced by other decisions, but the primary emphasis is on learning and
on providing more relevant information to every individual, and at the
same time minimizing herding or group pressure. This procedure allows
for knowledge sharing between the group members but avoids conformity
pressure or undue influence by high-status members (Hsu & Sandford,
2007; Jorm, 2015; Tindale & Winget, 2019). Overall, the purpose of
these procedures is to allow for some information exchange while holding
control over potential distortions due to social influence. Research on the
Delphi method has tended to show positive outcomes and do at least as
well as, if not better than, face-to-face groups. (Tindale & Winget, 2019).

Although diversity of expertise is not a requirement, it is often recom-
mended when selecting panel members. Because panel members do not
have to meet offline, it is possible invite experts from all over the globe and
make it easier to invite a diversity of expertise. Since the process is
anonymous and builds on aggregated contributions, there are fewer dis-
advantages with using the online setting. Part of this diversity is also about
ensuring that a diverse range of relevant topics are included in the ques-
tionnaire (Hsu & Sandford, 2007; Jorm, 20715).

As these examples show, both centralized and decentralized networks
can be regarded as important examples of heterogeneous social interaction.

4.6 Environmental Sensing

4.6.1  Environmental Sensing in Animal Swarm Problem Solving

As mentioned in the previous section on large gatherings, the honeybees
display a fascinating ability to maximize environmental information when
they search for the best nest site in their surroundings. It is a matter of life
or death for the bees, and they are usually able to identify all relevant
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Figure 4.9  Starlings move as one giant organism to synchronize their defence against

predators, Kent, United Kingdom, photo Sandra Standbridge/Getty Images ©

options in the surrounding area. This is possible because the individual
searching areas do not overlap with each other. Most other mobile animal
groups will also aim to utilize individual sensing capabilities by collecting
information about the surrounding environment in an effective way
(Berdahl, Torney, loannou, Faria, & Couzin, 2013). Previous sections
showed how groups are able to pool imperfect individual estimates accord-
ing to the many wrongs principle and use this information to navigate
noisy and complex environments.

Often, animals will combine environmental information and social
information between members in the group. For example, birds will utilize
the “many eyes principle” when they synchronize their decisions on when,
and where, to move to find food or avoid threats. A bird spotting a danger
will start to fly, and by this example set off the whole flock to fly away.
Starlings synchronize their individual actions very rapidly (Figure 4.9).
When a predator attacks, a few peripheral group members will make the
first encounter. This elicits a sudden change in direction, which then
spreads through the rest of the group. Because the birds have different
spatial positions in the group, they acquire different information about the
surroundings and utilize the “many eyes principle” when spotting danger
(Couzin, 2018; Dyer et al., 2008).

Likewise, giant honeybees synchronize their activity to avoid threats.
Because they nest on a single, open comb, they are a target for predatory
wasps. When attacked, the bees respond by create “shimmering” waves
collectively. Initially, a subset of individuals starts a wave by rapidly raising
and lowering their abdomens, making the other neighboring bees do the
same. As with neurons and other “excitable” cells, individual bees will need
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to “recover” for a short period after one round of activity. This creates very
visible waves of rapidly expanding rings or spirals across the colony surface
(Couzin, 2018).

Individuals respond to the body orientation of near-neighbors by
alignment. It requires that each agent both independently gathers infor-
mation about the environment, but also imitates the behavior of others.
These simple rules or behavioral algorithms provide the basis for the
“many eyes effect” by letting individuals benefit from others, such as when
detecting a predator or finding food. This collective navigation is possible
even when individuals do not know which cue other group members
respond to at any moment in time. It is enough to copy or imitate the
response of others in the vicinity (Krause et al., 2010). The group’s
capacity for surveillance also increases with the number of alert animals.
Fragmented individual information will be integrated at a group level and
provide a better overall “picture” (Feinerman & Korman, 2017).

Emergent sensing is a label used to describe how animal groups in
different ways combine environmental information and social interactional
rules, which can be different types of repulsion, alignment, and attraction
(Berdahl et al., 2018; Puckett, Pokhrel, & Giannini, 2018). According to
Berdahl et al. (2018), emergent sensing occurs when a group is able to
navigate even when no individual is aware of the correct direction. In a
school of fish, each individual fish directs its behavior based on the
perception of the position and speed of its immediate neighbors. For
example, if an individual fish has no memory and is only able to make a
scalar, one-dimensional, measurement of the environment, it will not be
able to assess the gradient of an environmental cue. However, when
information from multiple individuals is compared with each other, the
group can collectively measure and follow a gradient in the environment.
This is possible because a part of the group behavior is orientated towards
the environment, like when a school of fish navigate through a changing
“noisy” light field. Although these fish are not able to detect environmental
gradients individually, the school still manages to swim toward darker
waters because of a simple context-dependent rule: when observing the
light field, golden shiners swim faster in bright regions and slower in dark
regions (Berdahl et al., 2013; Puckett et al., 2018). The movement is not
directed by the behavior of one or a few “leader fish,” but a self-organizing
intelligent swarm system (Figure 4.10).

A study shows that when the fish make movement decisions, they
respond more strongly to social influences like the location of near-
neighbors compared with the environmental influence of light gradients.
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Figure 4.10 Bronze whaler shark swimming through a giant ball of sardines, waiting to

feed on them. Off the East coast of South Africa, photo wildestanimal/Getty Images ©

Fish located in bright regions will travel more quickly, but because the
fish also attract each other, this creates a rotation in the school, turning
the whole group toward the darker region. The swim speed differences
within the group causes a turning toward those who move more slowly.
The collective sensing of the group level is both a result of individuals
adjusting their speed in response to local, scalar, measurements of light
(environmental gradient) and the social attraction to others in the group.
The group operates as a distributed sensor network (Berdahl et al., 2013,
2018). Another type of fish, the tetras, outperform many other types of
fish because they can sense the environmental gradient individually. They
rely more on environmental information and less on social information,
and can therefore have more distance between the individuals in the
group. Most groups will not only navigate on the basis of sharing of
information within the group, but they will respond to local environ-
mental cues like light, odor, temperature, or finding the winds or
currents that provide a better migration route (Berdahl et al., 2018;
Puckett et al., 2018).

Another interesting finding is that simulations of schooling fish show
that the group-level responsiveness to the environment improves
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spontaneously as group size increases. Although increased group numbers
reduce measurement error, the key determinant of improved performance
is the spatial extent of the group in relation to the length scale of the
environment. Groups that are able to span a larger area are more likely to
capture variations in environmental cues that are necessary to elicit speed
differences between individuals in the group. Each individual exhibits a
rudimentary, nondirectional response to the environment. This emergent
sensing creates a collective response to the environment not present at the
individual level. The results suggest that the ability to respond to environ-
mental information may decline if the group fragments or is reduced in
size (Berdahl et al., 2013). Studies of salmon in the wild have shown that
in years with more fish, navigation to natal streams is more accurate. The
journey home may benefit from the many wrongs principle when crossing
the ocean, consensus decision-making when choosing between two fresh-
water streams and emergent sensing when locating the odor of a river or
entrance of a fish ladder (Berdahl et al., 2018).

Social learning within groups is also important. If the size and compo-
sition of the groups varies and animals move throughout the environment,
there will be present a large local heterogeneity of knowledge about the
environment. In such cases, animal groups can make the best decisions by
harnessing information from every one and follow the most informed
group members. Naive individuals can even contribute with random noise
and errors that may lead to the discovery of improved routes over time.
This interaction between multiple individuals can sometimes lead to the
production of new knowledge. For example, a group can jointly discover
an improved route, through “the many wrongs principle,” and individuals
in the group will then learn this new route (Berdahl et al., 2018). By
collecting both social and environmental information, a group of individ-
uals can improve their collective decisions if they are able to balance this
information in an efficient way (Puckett et al., 2018).

4.6.2  Human Environmental Sensing

In environmental sensing, the basic assumption is that large groups can
perform better because they can access more environmental information.
One way of maximizing relevant information from the environment is by
having a broad outreach. Many CI projects build on open calls for
participation where anyone can join and all who join have equal status.
The communication is not targeted towards one specific person or group.
Like with a warning cry, the call for participation is just “released” into the

https://doi.org/10.1017/9781108981361 Published online by Cambridge University Press


https://doi.org/10.1017/9781108981361

4.6 Environmental Sensing 119

surrounding environment, which in this case is the Internet as a global
environment. The aim is often to recruit the right problem solvers with
relevant competence. The goal is to either find the unknown intelligent
outsider or recruit a large enough group of people that can provide a
collective estimation or solution to a problem.

Crowdsourcing in Disaster Management

One example of environmental sensing is crowdsourcing in disaster man-
agement. In these scenarios, it is important that everyone who is affected
contribute with data. Crowdsourcing was first used in the management of
the Haiti Earthquake in 2010. Nearly 40,000 independent reports were
analyzed in a volunteer-driven effort to produce a crisis map after the
earthquake. Volunteers, recruited through social media, did the translation
and geocoding of these messages. The countries had limited infrastructure
and few roadmaps that could be used to distribute disaster aid. In only two
weeks, 640 volunteers helped create road maps of Haiti and mapped
displaced persons camps of Haiti. People in the worst disaster areas could
send requests for shelter, food, and medicines to the government through
an online system. This crowd effort made it easier for the government to
organize help (Kankanamge, Yigitcanlar, Goonetilleke, & Kamruzzaman,
2019).

Today, mobile technologies provide new opportunities when citizens
can act as moving sensors, reporters, and micro-taskers. An enormous
amount of real-time georeferenced information can be collected with speed
and diversity (Kankanamge et al., 2019). For instance, citizens produced
massive amounts of digital, real time, local information on critical events
such as Hurricane Sandy in 2012, or the Nepal earthquake in 2015
(Poblet, Garcfa-Cuesta, & Casanovas, 2018), wildland fire incidents
(Manavi, Gould, Smith, Thorp, & Guerin, 2020), or floods (Bhuvana &
Aram, 2019).

In disasters, traditional communication modes such as wired telephones,
television, mobile applications, and radios frequently crash, but social
media will often remain intact. Especially, the propagation speed and the
reaction time of social media has challenged the use of traditional com-
munication modes during disasters. The communication flow between
people through social media has enabled more personalized warnings in
disaster areas and is today challenging the conventional disaster warning
methods. Today, emergencies are often first reported through the “eyes” of
personal mobile cameras and then shared on social media, rather than
reported to officials. The first warning alerts happen through
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communication in personal and informal social networks in the local
language. These provide assurance that family and friends are safe. At an
aggregated level, this information will typically provide the best updated
information about the status of a situation. Ordinary citizens are becoming
increasingly important in solving these type of emergent problems
(Kankanamge et al., 2019).

If we look more specifically at geomobile technologies, they can maxi-
mize environmental information in at least three different ways (Poblet
et al., 2018). First, the “crowd as sensors” is a type of crowdsourcing that
enables the collection of data from multiple devices, including mobile
handsets, and each of these devices provides some local information that
can be either automatically generated by sensors running in the back-
ground or it can be generated by humans. A large number of users can
generate raw data by merely carrying their mobile devices. Sensor-enabled
mobile devices (processes run in the backend by GIS receivers, accelerom-
eters, gyroscopes, magnetometers, etc.) automatically collect data in the
background. These types of data are especially important in the mitigation
and preparedness phases of disaster management. They can inform about
stampedes or traffic jams, seismic sensing, and how the population is
distributed. Participants do not actively have to contribute with informa-
tion. However, GPS location services require users’ explicit permission of
access, while other location sensors such as accelerometers and gyroscopes
do not (Poblet et al., 2018).

A second type of crowdsourcing is the crowd as reporters. Social media
users (Twitter, Facebook, Instagram, etc.) will also produce first-hand,
real-time information on events as they are unfolding (e.g., tweeting about
a hurricane and the damages in a specific location). This user-generated
content is important in information sharing and also contains valuable
metadata added by the users themselves (e.g., hashtags) (Poblet et al.,
2018). These data can be used to extract semantically structured informa-
tion that can give important situational knowledge during an emergency.

One example is data mining of all messages people have posted about
the disaster in social media channels like Twitter or Facebook. However, it
is not easy to analyze data effectively within a very short period. For
example, in the case of 2012 Hurricane Sandy, 26 million tweets were
produced over a two-week post period. This is a huge amount of data,
which poses challenges for filtering and synthesizing the relevant informa-
tion (Kankanamge et al., 2019; Poblet et al., 2018). The quality of the data
will depend on the credibility of the reporters and a lack of control in this
step can mislead decisions. There needs to be some quality control
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mechanisms based on experience, reputation of sources, and verification
with other sources of information (Poblet et al., 2018).

Therefore, the response time of this type of tasks will increase compared
with other types of geodata that can be used immediately. Some of the
critical issues concerning trustworthiness and privacy are easier to handle as
the crowd actively take the role of a “reporter.” When people are already
identified, assessing the trustworthiness of the source and verifying the
incoming information may be less problematic (Poblet et al., 2018).

Finally, “crowds as micro-taskers” includes people executing specific
processing tasks, which typically involve a modularization of a complex
task into many smaller and independent tasks. One example is the cate-
gorization of raw data (labeling images, adding coordinates, tagging reports
with categories, etc.). Volunteers can be part of a global response that allow
them to participate in a number of tasks such as social media monitoring,
data collection, data filtering, tagging, geolocation of events, etc. Because
essential information needs to be analyzed rapidly, it requires active
contributions from many volunteers. Sometimes, these processing tasks
may require a training phase. Automatics tools and machine learning
algorithms can also do some of this work and reduce response time further
in a disaster management scenario. Still, rescue forces are the key volun-
teers during disasters, but online volunteerism can potentially support this
ground work through information sharing on missing people or damaged
property (Kankanamge et al., 2019; Poblet et al., 2018).

New forms of participation for individuals and communities often blurs
the skill-based distinctions between amateurs and professionals. This can
make it difficult to establish a shared understanding of how different
sources of data should be used. Shared standards have also become crucial
to facilitate interoperability and reduce misunderstandings (Poblet et al.,
2018). The crowdsourcing methods in disaster management are still
immature, but the potential in this type of human environmental sensing
is significant.

Collecting Environmental Information in Smart Cities

A new trend in human environmental sensing is the development of smart
cities that aim to employ information and communication technologies to
improve the quality of life for its citizens. Many researchers claim citizens’
use of technological infrastructure based on the Internet of Things and
mobile technologies could potentially help societies in solving a range of
different problems, such as environmental pollution, local economy health
problems, or traffic management (Ismagilova, Hughes, Dwivedi, &
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Raman, 2019; Staleti¢, Labus, Bogdanovi¢, Despotovi¢-Zraki¢, &
Radenkovi¢, 2020). These technologies are used to collect digitized infor-
mation about the city environment.

One area is “smart mobility” that often addresses traffic management.
This involves how to avoid road congestion by gathering data from sensors
networks, which also involves tracking of moving vehicles. “Smart living”
comprises areas such as public safety, healthcare, education, tourism, and
smart buildings. For example, in developing countries, public safety is a
big area of concern because of growing urbanization. One example is a
crowdsourcing project in South Africa that tested the usability of an
Interactive Voice Response (IVR) system to let people voluntarily report
on any safety issues (Breetzke & Flowerday, 2016; Ismagilova et al., 2019).
“Smart environment” is another area that emphasizes quality of air, water,
green spaces, emission monitoring, waste collection management, energy
efficiency, and monitoring of city trees. In some projects, citizens collect
environmental data with their mobile phones. In one study, a crowd-
sourced weather app combined automated sensor readings from mobile
phones and manual input by citizens to estimate current and future
weather conditions. The results showed a high level of accuracy in esti-
mating actual weather conditions, indicating that hybrid participation that
combine machine intelligence and human intelligence can improve
weather condition estimation and prediction (Ismagilova et al., 2019;
Niforatos, Vourvopoulos, & Langheinrich, 2017).

Sensor-rich mobile phones allow for the collection of a range of new
types of data about the environment. Mobile crowdsensing let ordinary
citizens contribute data from their mobile devices, which are aggregated at
a collective level. Users are typically supposed to act together, in order to
generate knowledge beyond an individual level. The different modalities of
sensing include numeric values (such as air quality and GPS coordinates),
audios, and pictures or videos. Visual crowdsensing that uses built-in
cameras of smart devices has become increasingly popular. In specific
projects, people can be asked to capture objects, for example in the form
of pictures or videos. Many crowdsensing projects have been developed in
the context of smart cities. One example is how phones perform passive
tasks and monitor noise and sound in the smartphone’s microphones as
sound sensing devices for creating large-scale noise maps and for suggesting
city managers suitable noise reduction interventions (Staleti¢ et al., 2020).

The notion of smart cities also includes citizen engagement and new
types of interaction with the government. In some cases, this is primarily
to ensure full adoption of new changes and services, but other models
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utilize user-generated content and underline the codesign and coproduc-
tion of government functions. This includes the collection of user gener-
ated content and use of analytics that can be used to generate predictive
models, enabling local government to be more strategic and proactive in its
responses to citizen requirements (Ismagilova et al., 2019). Decisions are
made by aggregating active user contributions (students” favorite jogging
and cycling routes, places with major social activities, etc. (Bellavista,
Corradi, Foschini, Noor, & Zanni, 2018). One simple example is crowd-
sourcing of cycling routes in the city, where city planners have gathered
data from cyclists to analyses traffic and improve urban infrastructure by
adding racks or widening lanes (Ismagilova et al., 2019). Other active tasks
may involve taking pictures, using tags, committing actions, answering a
survey, etc. Collection of data from passive tasks can be performed auto-
matically by users’ smartphones, e.g., triggered by geo-localization of the
user position. This can be self-monitoring activities like how much time
has been spent walking (Bellavista et al., 2018).

Data are assumed to provide a better understanding of the community
conditions and facilitate better evidence-based decision-making (Alizadeh,
2018). Many of these projects are reliant on people being willing to
collaborate toward continuous data harvesting processes. It allows people
to participate in any aspect of urban planning, by collecting and sharing
data, reporting issues to public administrations, proposing solutions to
urban planners, and delivering information of potential social interest to
their community. Although these projects can be helpful for citizens,
mobile users are reluctant to use their devices for these purposes, mainly
due to privacy issues (Bellavista et al., 2020).

Furthermore, there is a growing number of planning departments at
different levels (e.g., local and state) that use crowdsourcing to seek public
opinions, ideas, and feedback on their, mostly strategic, planning. In some
cases, especially designed digital platforms have been used to facilitate
active crowdsourcing of ideas. However, they are often expensive to
maintain and compete with other social media platforms (e.g.,
Facebook). For instance, the City of Vancouver used an online platform
to seek feedback as part of the participatory process involved in the
development of its first urban digital strategy document (Alizadeh,
2018). Another example is Citizen Design Science, which challenges
citizen to become urban designers by drawing their own habitat. They
will build their design on residential rather than economic interests.
Neighborhood interests may also diverge from how the municipality
thinks (J. Mueller, Lu, Chirkin, Klein, & Schmitt, 2018).
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Moreover, in participatory planning, passive crowdsourcing has been
introduced as an alternative channel to gather people’s voices in urban
decision-making processes. This type of crowdsourcing passively collects
information, knowledge, opinions, and ideas concerning hot topics of the
day created by citizens without any initiation, stimulation, or moderation
from government postings. It can exploit the extensive political content
continuously created in numerous social media platforms by citizens and
inform public policy. It differs from the original “task-oriented” crowd-
sourcing approach in its emphasis on “crowdsourcing of opinions”
(Alizadeh, 2018; Alizadeh, Sarkar, & Burgoyne, 2019).

One study illustrates how this type of crowdsourcing can be performed as
a sentiment analysis in relation to traffic issues. On Twitter, the query
“Parramatta road” is particularly active during traffic congestion or accidents.
Tweets can be analyzed automatically according to their sentiment, includ-
ing both positive and negative opinions. In this particular study, words like
“happy,” “good,” and “sun” were given a positive score and words such as
“angry,” “trathc,” or “lost” were given negative scores. The aggregated results
would then inform on when there was a potential breakdown in the road
system. Timing is an important factor since certain events create a burstiness
of tweets, followed by spans of silence (Alizadeh et al., 2019).

Here, crowdsourcing is no longer about getting a certain task done with
intentional help from the crowd. Instead, opinions, ideas, or perceptions
from the public are aggregated through polling, sentiment analysis, and
opinion mining. Sentiment analysis uses language processing and machine
learning to identify which topics different groups talk and care about the
most. Social media like Twitter are rich sources of opinions; and can be
used for this type of analysis. Social media monitoring is used to contin-
uously crawl and analyze data already available and mostly untapped,
sometimes in real time, such as Twitter. These methods are already used
by private companies today when they map potential markets, but have
rarely been used for public purposes to strengthen the citizen voice
(Alizadeh, 2018; Alizadeh et al., 2019). Still, passive crowdsourcing can
be regarded as a type of environmental sensing that utilizes a more open
government structure that can perhaps complement traditional urban
planning approaches in the future.

4.7 What Is Human Swarm Problem Solving?

If we summarize the chapter, we have shown that sections show that
animal groups and humans share some of the same mechanisms when
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they solve problem together. What is both amazing and perhaps quite
surprising to the reader, is that animals are able to benefit of wisdom of
crowd effects. There are commonalities concerning both decisions thresh-
old methods and averaging methods. These two sections show how
information from many individuals can be aggregated in effective ways
when solving problems. The three other sections describe social practices
that support collective problem solving. The section on large gatherings
shows how large groups can solve problems effectively together in various
ways; the section on heterogeneous social interaction describes the impor-
tance of individual diversity and learning in groups. The final section
provides examples of how one can collect environmental information in
different ways to maximize informational diversity. Together, these mech-
anisms provide a picture of a distinct type of collective problem solving,
which here is labeled as human swarm problem solving. Compared with
the wisdom of crowds literature, this account of human swarm problem
solving provides a broader framework that includes both independent and
dependent contributions and both quantitative and qualitative contribu-
tions. What, then, are the commonalities of the swarm problems described
in this chapter? In comparing the analysis in the different sections, a
tentative typology of human swarm problem solving will here be
described, covering the following four areas:

Predefined problems

Prespecified problem-solving procedures
Rapid time-limited problem solving
Individual learning

AW N H

4.7.1 Predefined Problems

If we look closer at all the examples in this chapter, we see that the
problems are predefined in different ways. A project will describe an initial
problem or challenge and formulate an “open call for help.” In the online
setting, the outreach can be to a very large group of potential problem
solvers. Some projects look for individuals with special expertise (e.g.,
IdeaConnection), but in several projects, such as within citizen science
(e.g., Galaxy Zoo), anyone can participate. This also includes most of the
crowdsourcing projects in Chapter 2. Because the outreach is broad, it is
important to formulate the problem in a precise way, so it is easy for
potential participants to assess whether the task is relevant to do. Some
problems are well-defined because the tasks are relatively simple tasks and
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do not require much background skills (e.g., Galaxy Zoo project). Regarding
complex problems in innovation contests, intermediaries will often support
the solution-secker in formulating the problem in an accessible way.
Deliberative Polling and the Delphi method are other examples of complex
problem solving that involve a high degree of uncertainty about the best
options. Still, both these approaches are reliant on a precise formulation of
the problem. In Deliberative Polling, participants receive briefing material
that aim to give a balanced and comprehensive introduction to the problem
in a short time. In the Delphi method, the problem is described in the
questionnaire sent out to the participants. In both these processes, the
solutions will also be presented as a statistical result. Disaster management
is another example of a predefined problem that centers on an emergency.
Although part of the challenge may be to get an overview of the situation
and what actually is happening on the ground, there is still no doubt about
the general problem whether it is an earthquake or wildland fire.

4.7.2 Prespecified Problem-Solving Procedures

In human swarm problem solving, there is usually no need to
metacommunicate about the collective work because the problem, the
interactional rules, and the aggregation rules are defined in advance. By
minimizing the need for explicit coordination, problems can be solved more
rapidly. Nor is direct coordination possible when the group size is large.
Two examples are Deliberative Polling and the Delphi method, where both
the interactional rules and aggregation rules have been formulated in
advance in a quite detailed way. In a hackathon, there are fewer interactional
rules and more participant autonomy. Still, the core of the collective work,
like the sessions and the contest format, will have been planned.

As animal groups follow a few simple rules in swarm problem solving, so
will human swarms do the same in this approach. However, the human
swarm contributions are obviously much more heterogeneous, being any-
thing from a vote, an argument, or an informational report. Problem-
solving procedures, like interactional rules and aggregation rules, will also
vary a lot. Still, both honeybees and humans will in this type of problem
solving be similar in the sharing of a common interest and agreement on
the objective (Seeley, 2010: 233-234).

Participant Selection

Concerning participant selection, some projects allow for self-selection
(e.g., citizen science and innovation contests), while other projects invite
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specific persons to participate, for example by random sampling (e.g.,
Deliberative poll) or expert sampling (e.g., Delphi method). Participant
selection is important in both the Delphi method and Deliberative Polling
when the goal is to maximize comprehensive information about an issue.
In the political domain, random sampling of any citizen can give infor-
mation about the entire population. In contrast, the Delphi method
typically invites formal experts to provide a broad coverage of one specific
area. In different ways, both approaches seek informational diversity
through the careful selection of participants.

Near-Neighbor Alignment

Human swarm problem solving is also characterized by interactional rules,
like near-neighbor alignment. The human swarm in the UNU platform has
real-time access to the group opinion and will typically align to each other in
the rapid “tug of war” problem-solving process. In the Delphi method, near-
neighbor alignment is possible through the sharing of statistical results.
Participants are asked if they want to adjust or align their individual opinion
based on the results from the group opinion. A certain aggregated percentage
threshold needs to be reached for each item to be included in the final
report, which represents the group opinion. In addition, small group dis-
cussions in Deliberative Polling can be regarded as a type alignment to near-
neighbors that emerges through discussions. A large group of hundreds of
persons is split into many small groups with 15 persons. These groups
deliberate in a decentralized network and each group will be “near-neigh-
bors” to each other, being mostly separated from the other small groups.

Coordinators Enforce the Interactional Rules

In animal swarm problem solving, individuals follow interaction rules as a
part of their innate behavior. There is no need for someone to control their
behavior (Seeley, 2010: 233-234). This is very different in human swarm
problem solving because individuals will not automatically follow rules or
guidelines. In many of the examples in this chapter, coordinators also need
to support the collective problem solving by ensuring procedures are
followed. Facilitators in Deliberative Polling ensure equal participation.
In the Delphi method, a moderator helps summarizing the work. In a
hackathon, coordinators are important as event organizers.

Competition between Different Proposed Solutions

Human swarm problem solving often centers on some type of competi-
tion. In Foldit, this requires competition rules and active use of
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leaderboards. In a hackathon, the individuals compete for prizes within a
short time period. Even the Deliberative Polling can be regarded as a contest
between different proposed solutions, which in the end will be ranked
against each other. The UNU platform can be looked on as a “tug of
war” contest between different predefined alternatives. Likewise, the waggle
dance meeting among the honeybees also functions as an open competition
among the proposed alternatives. Groups compete to gain additional mem-
bers from a pool of scout bees who are not yet committed to a site.
Whichever group first attracts a quorum of supporters win the competition.
The winning group then goes on to build consensus among the scouts
(Seeley, 2010: 73—75, 226). The difference between bees and humans is that
humans use a variety of competition rules, like different voting procedures.

According to Malone et al. (2009), competition is especially useful
when only a few good solutions are needed. For example, solution-seckers
in innovation contests do not want a large number of alternative solutions
to their problems, but only one or a few solutions of optimal quality.

Prespecified Aggregation Rule

Many of the CI projects in this chapter build on the aggregation of all
group contributions. Together these contributions can produce one single
or a set of optimal solutions, but it can be achieved in various ways. Four
aggregation rules are mentioned in this chapter. First, both humans and
other animals use averaging strategies. In line with the original wisdom of
crowd approach, this statistical rule assumes that the crowd is intelligent
when individuals contribute with diverse perspectives in combination
with, independent and unbiased opinions.

Second, all contributions can be ranked. In the Delphi method, all
items in a questionnaire that receive a certain level of support are included
in the final report. Another example is Deliberative Polling, which ranks all
results by letting participants vote on proposed solutions.

Third, quorum response ensures that a minimum number of individuals
agree before the group shifts to a new behavior. The most well-known
quorum response is the majority rule, which selects the most preferred of
one of two alternatives. Everyone will then follow this decision. This is an
essential decision-making method in all types of democratic decision-
making, and even animal groups sometimes use this aggregation method.
Today, digital technologies and the online setting make it easier for large
groups to use voting methods. Simple majority is most common, but
supermajority rule is also sometimes used in political systems and in other
types of swarm problem solving such as the Delphi method.
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Animal groups even show that the decision threshold can be much
lower than a majority. However, there are few such examples of human
quorum responses. One example is the presence of a certain number of
people to be present to make the vote valid. When not everyone has to be
present, this makes the decision-making system more efficient. The UNU
platform also uses a decision threshold, but it is uncertain how much
support is required. Crowdfunding is another example that illustrates how
the total amount of money can function as an alternative quorum
response, offering a more flexible individual contribution than equally
weighted votes.

A fourth aggregation rule concerns the qualitative contributions. In
disaster management, this can be the collective production of a digital
map of the disaster area. In these situations, it is essential to get precise
information because difficult decisions need to be made within a short
time frame. Passive crowdsourcing is another example that illustrates how
one can automatically collect social media data. These data can be used to
quickly aggregate crisis information. Fluctuations in the use of key words,
for instance hashtags, can provide information about what is happening on
the ground. This type of aggregation resembles environmental sensing; in
letting the “many eyes” of different individuals provide an updated con-
tinuous overview of a complex problem. All the individuals operate as one
unit, like a synchronized sensor network that maximizes the collection of
environmental information through a broad outreach. Smart cities build
on the same approach, but here the privacy concerns are much more
apparent (Zuboff, 2019).

If we compare the different aggregation rules, we see that optimal swarm
problem solving involve both quantitative and qualitative contributions
that can be both independent and dependent on each other. However, the
aggregation seldom recombines or synthesizes contributions. The aggrega-
tion rules are typically prespecified, whether it is an averaging strategy or
majority rule.

4.7.3  Rapid Time-Limited Problem Solving

This chapter shows the importance of rapid problem solving. Animal
groups operate according to a speed vs. accuracy tradeoff. Among ants,
the evaluation time of different nests regulate decision-making because
they use longer time to accept lower quality nests. To speed up decision-
making, a relatively low quorum number is required. When a certain
number of ants move in the same direction, all ants will suddenly switch
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from slow to rapid movements and begin moving to one of the new nests.
Honeybees also act under time pressure when looking for a new nest site.
A decision must be made within a few days. The bees elicit a quorum
response long before a majority of bees has checked the site and the
accuracy of the decision is still very high.

If we look at the examples of human swarm problem solving, they also
highlight “decision speed.” Both hackathons and Deliberative Polling
require a weekend. Decisions in the UNU platform happens within
seconds, and in disaster management, even lives depend on rapid deci-
sion-making.

The challenge is to enable a large number of individuals to produce new
levels of insight under significant time compression. Swarm problem
solving is in a hurry or it has a tight schedule to follow. This includes
both tasks that allow direct interaction and other projects where contribu-
tions must be made separately from each other. The rapid problem solving
is typically made possible because everyone adheres to prespecified
problem-solving procedures. Here, two types of rapidity are highlighted,

solving a problem as fast as possible or within a prespecified deadline.

Making a Decision as Fast as Possible

In some cases, a human swarm will want to make decisions as “fast as
possible.” When there is an emergency, there will be an immediate need
for crowd data that can provide information about the problem. There is
no final deadline, just a general sense of urgency. The crowd can be
involved as both sensors, reporters, and micro-taskers. Social media is also
a channel that continuously produces relevant information that can be
utilized. In smart cities, mobile crowdsensing aim to solve problems by
collecting sensor data from mobile phones and other geo-technological
tools. Citizens can also actively report information through different types
of online communication. Today, companies already use these data com-
mercially, and there has been few legal regulations, but this will likely
change in the future.

Short Deadlines

In other cases, the human swarm will operate within a prescheduled
deadline, typically a short period. There is still a wide range of timescales,
covering anything from seconds to months. In swarm platforms, the
period can be as shorter than a minute. Hackathons or Deliberative
Polling demands intense done during a weekend. However, it varies how
tightly organized the work is. A hackathon is more loosely organized, while
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the Deliberative Polling follows a tightly organized procedure. The Delphi

method may last much longer, like several months, since the problem
solving covers several iterations. The limitations of a short problem-solving
period is compensated by increasing the number of participants joining
the project.

Moreover, innovation contests often cover only a few weeks or months.
The deadlines can have a positive influence on the creative problem-
solving process, as this statement from a top solver illustrates:

For me the solutions tend to come quicker nearer the deadline, like a lot of
students writing a thesis who tend to get most of it done at the end. I have to
conffess some of that’s true with me. When the deadline comes, it tends to spur
creativity a lot. You now, you might think about it for a while and do a little
research, but it seems like the biggest breakthroughs tend to come closest to the

deadline.

The solver shows how being in a hurry can boost creativity when closing in
on the deadline. This urgency is at the center of what characterizes swarm
problem solving.

4.7.4  Individual Learning

It is not apparent that human swarm problem solving always promotes
individual learning. In the original wisdom of crowd approach (2005), the
ideal is to reduce negative social influence such as herding effects. The risk
of individual learning is that it can reduce diversity of opinion and
promote herding instead of informed opinions. According to “the many
wrongs principle” incorrect guesses at an individual level can make the
crowd wiser. This suggests a possible conflict between collective perfor-
mance and individual learning.

This dilemma is present in several citizen science projects (e.g., the
Galaxy Zoo project). When using averaging, it is usually important to
gather independent contributions, which ensure the quality of the work.
The single individual will then have no information about other contri-
butions. Social interaction is avoided because it can introduce herding
effects, groupthink, or systematic bias.

Another example is decision-making process in the UNU platform. It is
performed so rapidly to reduce potential negative effects of long-term
social influence. As biologists have noted, even naive individuals can
improve collective navigation, just by contributing error. Although some
individuals are not particularly accurate, they introduce valuable “noise”
that makes the crowd wise relative to the individual. Another advantage
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with minimizing individual learning is that the task can be done faster and
make the problem-solving process more time efficient.

Nevertheless, there is much more attention today around the possible positive
effects of individual learning in human swarm problem solving. While wisdom
of crowd literature originally highlighted the importance of making independent
separate contributions, dependent contributions are today considered to be
equally important. Even animal groups appear to be able to both share informa-
tion and simultaneously make individually independent assessments.

In human swarm problem solving, individual learning within a group can
also improve crowd performance if one avoids herding or conformity pressure
(Shore et al., 2020). However, there is a tension between the need for
independent opinions and the need for some degree of information transfer.
Learning and herding are two different types of social influence that can be
present at the same time (Shore et al., 2020). Collusion, alignment, and peer
group pressure are constant threats when social interaction is possible.
Groupthink (“Social proof”) is our tendency to assume that if lots of people
believe something, there must be a good reason why. One important factor is
to get people to pay much less attention to what everyone else is saying.

Still, there is a need for learning and deliberation between individuals.
The challenge is to find the balance between independent thinkers who
create their own opinions and do not simply follow the views of others and
those who are able to build on other ideas. This can be described as an
independence vs. learning tradeoff, which open for different participatory
designs. Both Deliberative Polling and the Delphi method expect individ-
ual learning to happen during the collective problem-solving process.
However, the processes differ because Deliberative Polling promotes direct
interaction, while the Delphi method builds on indirect interaction.
Participants only get access to aggregated group information. The empha-
sis is on knowledge sharing and ensuring informational diversity, but
without the opportunity of having any discussions. This is very different
in Deliberative Polling because participants are encouraged to discuss
ideas, but still primarily in separate subgroups.

Individual learning can happen in several different ways in the human
swarm, both through observational learning and conversational learning.
In observational learning, individuals learn by observing what others are
doing and what they are discussing. One relevant example is hackathons in
an offline setting and the traces of discussions in an IdeaRally in the online
setting (Chapter 2). Here, the transparency of the environment is key, as is
how it supports knowledge sharing. In centralized networks, the core node
will spread information to everyone in the crowd without creating the same
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conformity pressure (Shore et al., 2020). The Delphi method is one example
of how aggregated group results are shared with everyone. This is done
anonymously through a facilitator. By not allowing direct interaction between
participants, the degree of independent assessment is larger and the role of
social influence is minimized. The goal is to maximize learning and minimize
herding, like conformity pressure or uncritical copying of others’ behavior.

Another example of observational learning is how disaster management
platforms give everyone an updated overview of what is happening on the
ground. By effectively aggregate all information on one site, individuals
will more quickly learn about the situation and act more appropriately. In
areas where such incidents occur often, like frequent occurrences of
wildfires or flooding, it is essential that individuals learn how to take such
systems in use in effective ways.

Furthermore, conversational learning is another important part of many
human swarms. Both a hackathon and Deliberative Polling center on
conversational learning between participants. The discussions can last for
two days, and because participants are together most of the time, this
allows for intense discussions. There is also experimentation, with discus-
sion in similar large groups in an online setting, such as the previously
mentioned IdeaRally (see Chapter 2).

Deliberative Polling can be regarded as a decentralized network, which
divides several hundred participants into separate discussion groups com-
prising 15 persons. Individuals will engage in conversational learning with
“near-neighbors” in these subgroups, most of the time separated from
others. This may reduce potential negative herding effects.

Compared with the Delphi method, the learning potential is likely to be
larger in Deliberative Polling because it is easier for participants to elaborate
on each other’s arguments. However, this also increases the risk of negative
conformity effects. A facilitator is included to avoid such effects and ensure
equal participation. Another aspect of this learning process is the briefing
materials participants receive. They offer individual learning, but they may
also unintentionally create negative herding effects. However, both
Deliberative Polling and the Delphi method collect the final results anon-
ymously to strengthen the independent voices in the process.

4.7.5  Summary of the Basic Characteristics in Human Swarm
Problem Solving

In conclusion, the quality of human swarm problem solving depends on
whether one is able to utilize sufficient diversity of perspectives. Most of
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the swarm designs aim to produce informational diversity by bringing in
people with different backgrounds from different environments. As men-
tioned in the sections on averaging and decision thresholds methods,
individuals may benefit from pooling information to overcome inaccurate
estimates according to “the many wrongs principle.” These contributions
will be aggregated and not recombined or synthesized. The sections on
heterogeneous social interaction and large gatherings show how cognitive
diversity can be utilized in accordance with the diversity prediction
theorem (Hong & Page, 2004). Likewise, the section on human environ-
mental sensing shows how environmental information can be maximized
according to “the many eyes principle.” Large gatherings also stand out as
one of the most interesting swarm mechanisms in an online setting (e.g.,
IdeaRally).

Honeybee nest siting is in many ways a prominent example that can
provide inspiration for human swarm problem solving. When searching
the surroundings for the ideal home, they utilize “the many eyes principle”
by identifying all relevant options with an extraordinary precision. They
then compare all contributions through the waggle dance and are almost
always able to identify the best solution through a quorum response
mechanism. They have perfected both the informational search process
and knowledge sharing process afterwards so the whole process is com-
pleted within just a few days. (Seeley, 2010: 73—75, 224). We are still far
from designing human swarm problem solving to be as successful as the
honeybees, but by better understanding its basic mechanisms, one can
hope that new technological inventions can make us better able to utilize
this type of problem solving in both an offline and online setting,.

Notes

I Meerkats forage for insects.  https://www.youtube.com/watch?v=
cFC8irxuveQ

2 Flash Expansion of Whirligig Beetles. https://www.youtube.com/watch?v=
CivizL3nlzU

3 The Waggle Dance of the Honeybee. https://www.youtube.com/watch?v=
bFDGPeX(K-U
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CHAPTER §

The Origins of Human Swarm Problem Solving

5.1 Background

In human evolution, it is likely that important transitions in group
organization, both increases in group size and new types of cooperation
between human groups, were motivated by attempts to solve problems
more effectively. It is here suggested that it was the gradual evolution from
small group cooperation to interaction in large groups that eventually
made human swarm problem solving possible. But how did this process
unfold in evolution? This is a hard question to answer, and this chapter
will only briefly address the issue by highlighting a few of the historical
milestones that are considered important antecedents.

If we look back in time, most researchers agree that group hunting of
large animals is an important achievement in human history. This new
practice made it possible to gain access to more food. Group hunting also
resembles the basic characteristics of human swarm problem solving with
its emphasis on rapid problem solving, specific interactional rules, and the
involvement of all group members. Although group hunting required
some degree of planning and higher-order cognition, it is plausible that
the first type of group hunting resembles how other animal groups
hunt together.

A second major milestone was the establishment of peaceful interaction
between different human groups or communities. In evolution, this is a
major achievement, as we know that our close relatives, the chimpanzees,
do not trust strangers. It is likely that this first interaction with strangers
across groups began through trade. Collective problem solving between
groups made it possible to utilize informational diversity from nonkin and
even strangers, and must have amplified human learning, knowledge
sharing, and our opportunities to develop better solutions to problems.

The third major achievement was the establishment of the first democ-
racy in ancient Athens. Several democratic institutions were invented, such
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as the Assembly of the People, the Council of 500, and the People’s Court.
These institutions recruited a large numbers of citizens to engage in rapid
and effective swarm problem solving. New decision-making methods were
taken in use, such as majority rule and ostracism. The institutions also
brought strangers together from all over the Athenian territory, and
transformed them into their new role as citizens. This chapter argues that
this direct democracy was built around a multitude of swarm mechanisms
that became formalized for the first time. It led to the creation of a
unique society, which was extraordinary successful, both culturally
and economically.

5.2 The Emergence of Group Hunting

Obviously, humans have gradually become more able to solve problems
together in larger groups. On this evolutionary path, group hunting is an
important achievement that not only resulted in effective hunting, but also
made it possible to live together in larger groups. For hundreds of thou-
sands of years, humans only hunted smaller creatures and gathered food.
They ate the carrion left behind by other carnivores and used stone tools to
crack open bones in order to get to the marrow. As human groups
increased in size to dozens, so did the demand for food. Small game would
not be enough, making it vital to learn to hunt large animals, like bison,
horses, and mammoths. A large food supply would save the group a lot of
time and energy, but hunting large animals alone is both more difficult and
more dangerous. In contrast, group hunting is easier and more effective.
The human bands who mastered this skill would have had an advantage in
evolution, also because they improved their general abilities to collaborate
with each other. Hunting of large game would have required a plan and a
hunting strategy, indicating collective problem solving that requires some
degree of higher order cognition. At some point in time, humans managed
to develop more advanced hunting tools and moved to the top of the food
chain and began to hunt its predators instead of being hunted (Harari,
2014; (Holler, 2017)).

Recent research suggest that planned group hunting may have occurred
much earlier than previously thought. The findings from a site on the
shore of the lake at Schoningen show evidence of planned group hunting
of wild horses among hominins about 300,000 BP. Horses regularly return
to known predictable water resources and lakeshores are often used to
ambush prey drinking at the waterline (Conard et al., 2015; Voormolen,
2008). However, it is both difficult and dangerous to hunt horses on foot
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because they are strong and fast moving. Nor is it easy to kill a horse with
spears. If the horse is wounded, it is still mobile and even more dangerous.
The hominins probably used an ambushing and stalking approach. If the
horses were surprised, it would have been possible to drive the animals into
the wet soft lakeshore zone to reduce their mobility and minimize the risk
of horse defense injuries. This would have made it much easier to kill the
horses by throwing multiple spears or stabbing at close distance. Some
researchers even claim that a dozen or more animals were killed at the
same time, requiring highly coordinated attacks (Conard et al., 2015;
Voormolen, 2008).

The hunting behavior clearly demonstrates a high degree of planning
depth, in combination with the use of deadly weaponry. The spears and
the throwing stick had to be made well in advance of the execution of the
hunts. The preferred raw material for making hard and strong spears was
slow-growing spruce that grew under dry or otherwise unfavorable condi-
tions. To make these wooden hunting tools requires planning, since it
takes several hours to make a spear and the spruce trees are not found in
the near-lakeshore environment. These tools were not made on the spot
because of an immediate need. It suggests that the hominins were able to
communicate about contexts beyond the here and now. It is likely that
their hunting behavior required some type of language skills, since they
were able to communicate about context beyond the here and now, talking
about the past and the future, and about the spatial relationships in the
environment. The spears are curated gear that were perfected through
experimentation, optimization, and possibly exchange of information
within and between generations. The use of these wooden artifacts
demonstrates a high degree of planning, shared goals, and coordinated
collective action. It shows that both Homo heidelbergensis and
Neanderthals showed much more than purportedly primitive behavior
(Conard et al., 2015).

These hominins used a range of sophisticated artifacts, were at the top of
the food chain, exhibited a high level of planning depth, and coordinated
behavior in their successful hunting. There is evidence that they repeatedly
executed well-coordinated and successful group activities that likely
resulted in new types of division of labor. For example, after the animals
were dispatched, hominins systematically butchered the horses. Since a
single horse can weigh as much as 550 kg, the amount of food would far
exceed the needs of an individual hominin. The butchering process also
indicates that the food was shared between the members in a group
(Conard et al., 2015).
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The findings from Schéningen indicate that human language developed
gradually over the course of human evolution. Unambiguous evidence for
fully modern language with fully developed symbolic and syntactical
communication appears not before around 50,000 years ago. Nor is there
any reason to assume that this evolution was uniformly gradual (Conard
et al., 2015). Obviously, the cognitive level of hominins around 300,000
BC was obviously limited. However, if we look at how animal groups hunt
together, it is plausible that human group hunting emerged as a mix of
environmental sensing and primitive levels of higher order cognition. Like
other carnivores, the human hunters may have followed simple behavioral
rules in combination with some level of gestural communication, perhaps
also verbal communication. As mentioned in the previous chapter,
chimpanzees can perform advanced group hunting behavior just by fol-
lowing a few simple interactional rules. It is likely that human group
hunters also utilized similar behavioral rules when surrounding the prey.
Gestural communication could have been used to support coordinated
collective movements and the production of hunting tools in more effec-
tive ways (e.g., using spears). These hominins were able to adapt and refine
their hunting techniques in the specific local environment along the
lakeshore and utilize the power of working together in increasingly
large groups.

Certain evidence of advanced planned group hunting of large game can
first be identified much later in human history. At one site in North
America, a Columbian Mammoth was killed 10,000 years ago with eight
different spear tips, found lying near the skull, ribcage, and shoulder. It
shows humans hunted together, probably by throwing many spears at the
same time while keeping a safe distance to the animal. It is likely that a
human group could exhaust the injured mammoth by following it across
long distances (Haury, Antevs, & Lance, 1953). Two Russian sites, dated
to around 21,000 BP and 13,500 BP, also show direct evidence for
mammoth hunting. At one of the sites, the projectile was thrown from
within five meters of the animal, so the mammoth was killed at close range.
Because the size of African elephants and mammoths are similar, it is
plausible that prehistoric hunters used the same hunting techniques as
recent hunters who also kill elephants through group hunting
(Germonpré, Sablin, Khlopachev, & Grigorieva, 2008). In addition, the
butchering process would probably have required teamwork. Experimental
studies in which individuals have butchered an elephant with prehistoric
tools show that the processing of skinning, meat removal, and dismem-
berment took 835 persons 2—10 hours (Germonpré et al., 2008).
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Most researchers agree that mass hunting among humans was not purely
instinctive, as with the group hunting of carnivores, but it required higher
order cognition (Nitecki & Nitecki, 1987: 3—6). When hunting large
animals, it is more effective to be in larger groups and coordinate the
attacks. In addition, it is an advantage to be able to communicate about
different locations, map territories, and be able to use time and energy
effectively when hunting. Here, linguistic skills are of help, but it appears
to have evolved slowly over time (Holler, 2017). With time, human groups
developed more advanced hunting weapons and hunting techniques that
made it possible to throw projectiles with more precision and accuracy
(Holler, 2017). About 40,000 BP there was a major advancement in
human hunting with the invention of new weapons and hunting tech-
niques. These techniques were adapted to big game hunting like a battue, a
driveline, and a surround. We know this from artwork that illustrate
hunting in European caves, and it is also likely that the development of
group hunting contributed to the prehistoric overkill, in the extinction of
large mammals, the mammoth, mastodon, saber-toothed cat, and glypto-
donts (Nitecki & Nitecki, 1987: 3—6). It illustrates that a new and more
advanced type of collective problem solving does not necessarily result in a
uniformly positive development.

5.3 The Emergence of Premodern Trade

Another important question in collective problem solving is when and how
humans began to cooperate with each other across groups. In human
evolution, most Paleolithic hunter-gatherers lived in small camping com-
munities where their movements were shaped by the seasons and the
migratory patterns of the wild animals, birds, and fish. However, these
communities or human bands were not isolated from each other, but
appear to have been directly connected with each other through both trade
networks and periodic large gatherings (Gosch & Stearns, 2007: 7-8).
From time to time, small groups of hunter-gathers would meet in large
gatherings to renew friendships, to feast and dance, and to exchange
information about animals and plants (e.g., like the powwows of Native
Americans). Rituals and initiations were important, like the selection of
marriage partners. Individuals or groups would also exchange various small
objects (seashells, polished amber, carved wood or stone, etc.), which were
both gift giving and trade. These exchanges are an important reason why
one artistic style could spread across widely dispersed hunter-gatherer
communities although the meetings only were occasional. The purpose
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of the large gatherings was not trade, but primarily to sustain social
networks and symbolize the promise of mutual assistance (Gosch &
Stearns, 2007: 8; Smith, 2009: 13-14).

Second, it is also likely that premodern trade was an important ante-
cedent to collective problem solving “between groups.” It was organized as
trade networks or down-the-line exchange, with a relay network that
indirectly linked communities. For example, modern humans living in a
cave in Tanzania 100,000 years ago had tools made of obsidian which can
only be found 200 miles away, far beyond the normal foraging area of
about 5o miles. It indicates that exchange network may have existed very
early in human history. Another possibility is that the earliest trade
occurred when hunting bands accidentally bumped into each other.
However, dealing with strangers would be dangerous, so most exchange
would take place between groups who lived close by and were connected to
each other (Smith, 2009: 13).

Extensive premodern trade also coincides with expansion of Sapiens
between 30,000 and 70,000 years ago. Within a remarkably short period,
Sapiens reached Europe and East Asia. A range of important artifacts was
invented like boats, oil lamps, bows, arrows, and needles. The first art
artifacts appear, and there is evidence of religion, which suggest that
humans are developing a new self-awareness (Harari, 2014). The most
valuable artifacts were typically symbolic artifacts. Small sculptures of
mature females, called Venus figurines, have been found over a huge area
stretching from Western Europe to Siberia (Figure 5.1). Although, the tiny
sculptures differ in many ways, they have enough similar features to
suggest the spread of a common artistic style. It is highly unlikely that a
group of travelers brought these figurines around; the wide distribution
was probably made possible because of trade in a down-the-line system
(Gosch & Stearns, 2007: 7-8).

Atsites in the middle of Europe, archacologists have also found seashells
from the Mediterranean and Atlantic coast at Sapiens sites that are 30,000
years old. These shells were probably part of long-distance trade between
different Sapiens bands (Harari, 2014). The Greek historian Herodotus
tells an interesting story about something that was probably an amber
artifact. A people called the Hyperboreans, who lived on the edge of the
world, originally made this product. In honor of a long-established tradi-
tion, this group periodically, sent “sacred objects tied up inside a bundle of
wheat straw” to their neighbors with orders to pass them on from tribe to
tribe until they reached the Adriatic Sea. From there on, they were sent to
Greece and ended up at the island sanctuary of Delos. It is interesting how
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Figure 5.1 The Venus of Willendorf. This is an 11-centimetre Venus figurine estimated to
have been made around 25,000 years ago. It was found in Austria and is carved from a
limestone that is not local to the area, photo Dorling Kindersley/Getty Images ©

it was possible to transport such objects across such a long distance, with it
being trustfully passed on through an unknown number of different
people and places. The advantage with the down-the-line system was also
that it did not require that anyone moved beyond their territory, which
could be dangerous (Smith, 2009: 15, 22).

In general, premodern trade did not involve goods that were necessary
for everyday living, nor did it mean that one band was dependent on
receiving goods from other bands. Items could have some practical uses,
like the exchange of weapons. It was mainly about prestige items, artifacts
of ritual or social value, like figurines or ocher for skin application. It could
also include ornaments for personal decoration, like beads, necklaces,
bracelets, and pendants made of bone, antler, animal teeth, shell, and
stones (Smith, 2009: 14). The distance an object traveled was usually
related to its value. Even a mundane object like certain kinds of flint or
seashells could become valuable if they were transported hundreds of miles
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into territories where the objects were unknown. There, it would be
perceived as exotic, and make the owner special (Smith, 2009: 14).
Although the trade was not directly useful, it is likely that these groups
at the same time also trade information, thus creating a denser and wider
knowledge network.

Although these human groups did not necessarily move a lot outside
their territory, premodern trade was still dependent on trusting people
from other bands. Harari claims it is our ability to cooperate with strangers
that has made us so successful in evolution, “Sapiens can cooperate in
extremely flexible ways with countless numbers of strangers. That’s why
Sapiens rule the world, whereas ants eat our leftovers and chimps are
locked up in zoos and research laboratories” (Harari, 2014: 28). Perhaps
the most important difference between humans and our nearest relatives,
the chimpanzees, is that chimpanzees do not trust strangers or others
outside their group.

It might not appear to be a big issue to collaborate with strangers, but
early in human history this would have been very dangerous (Harari,
2014: 29).

It is likely that trade was important in this human transition. It is a
uniquely human activity that requires cooperation with strangers outside
your own band, and it cannot exist without trust. Trust between strangers
also became stronger when we began sharing some kind of common
identity or shared belief in being similar to each other (Harari, 2014:
38—40, 52).

The human thrill of working with strangers is even evident in CI
projects today. A solver in a virtual innovation team explain why he enjoys
working with people from all over the world: “One of the things I really
like about IdeaConnection is that you can meet people that you would
have never met otherwise. So I've been on teams with people from
Sweden, Switzerland, Mexico, USA, Canada, South Africa, Egypt and
the UK and have made some enduring friendships, and some of these
have led to other potential projects.” The excitement is about meeting
people that one would not have met otherwise. Here, the unknown other
is someone who potentially can become a friend. What is interesting is also
how fast people get to know each other through the intense work, as
another top solver states: “I'm a people person so I like working with
strangers. Out of the 16 people I have worked with, 'm still friendly with
15 of them. They don’t remain as strangers after one week or so. That’s a
good part of working on the challenges.” It is not unlikely that premodern
trade had the same effect of establishing social networks between human
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bands who were neighbors to each other. With time, these systems enabled
humans to share ideas and solve collective problems together in a much
more effective way than previously.

5.4 Human Swarm Problem Solving in Ancient Athens

From 800 to 300 BC, Greece experienced a long and prosperous period,
and the population became richer and more urbanized. In the period
508—322 BC, Athens is regarded as the most successful polis in Greece
in terms of wealth, power, stability, and cultural influence. The outstand-
ing achievements in this society were primarily driven by the establishment
of the first large-scale democratic government in recorded human history.
Reformed by Cleisthenes, this direct democracy let the citizens themselves
govern society. Ancient Athens was a stable, prosperous democracy for
roughly 200 years (Carugati, Hadfield, & Weingast, 2015). This section
argues that the new democratic institutions built on human swarm prob-
lem solving in their adoption of rapid decision-making in large groups.
Four specific swarm mechanisms will be analyzed in more detail:

Maximizing information about the Athenian territory
Heterogeneous social interaction through rotation and lot

Decision threshold methods in the Assembly and the People’s Court
Large gatherings in Athens

O

5.4.1 Maximizing Information about the Athenian Territory

An interesting characteristic with the Athenian democracy in the late sixth
century BC is how it maximized information about the whole territory.
Cleisthenes developed a new political system where adult males were given
extensive rights to participate in the central institutions of polis govern-
ment in Athens. He also reorganized the residents of the Athenian territory
by intermixing the four traditional Ionian tribes and instead creating ten
new artificial tribes. Each tribe was named after an Athenian mythical hero
and would become a key marker of new Athenian identity (Ober, 2008).

The most important innovation in the new tribe system was to ensure
that people from different geographic and economic zones would be a part
of every tribe. Each tribe was divided into ten parts, with approximately
one third being from the coastal, inland, and urbanized regions of
Athenian territory. The new part of the tribe from the three different
geographical sections were allocated by lot and each tribe was further
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divided into geographically based communities called demes, numbering a
total of 139 in the fourth century (Tridimas, 2011). For example, the
village of Prasiai became one of the 11 demes in the tribe of Pandionis,
together with other towns, villages, or urban neighborhoods. Prasiai and
three other nearby villages were the coastal demes of the tribe. In addition,
there were four inland demes to the west, and three city demes — neighbor-
hoods close to the city of Athens. As a result, all the villages from the same
tribe would not be located in the same area and share a common border.
The newly created tribes mixed a wide range of people in the Athenian
population (Ober, 2008).

The new tribes would loosen up the existing strong-tie networks in
villages and the traditional four tribes, and form a bridge between a stable
local village identity (“resident of Prasiai”) and the desired citizen identity
(“participatory citizen of Athens”). The notion of citizenship was an impor-
tant conceptual development, which implied that all locally born free men
within a city-state had equal political rights and enjoyed legal protections,
combined with obligations to serve the community (Carugati et al., 2015;
Tridimas, 2011). Athenians from all over the territory would rule together,
and participate together in psychologically powerful activities like fighting,
sacrificing, eating, and dancing. Together, this new system strengthened the
collective identity of the polis. This also made it easier to recruit soldiers to a
national army that could effectively stand up against Sparta. In this time
period, the Athenians were worried that the Spartans could destroy them
(Ober, 2008). The members of a tribe would consist of all citizens from all
over Attica and this new system helped forge a united army which had the
immediate effect of defeating Sparta in 506 (Tridimas, 2011).

If we look closer at the organizational design of the political system, the
new tribe structure stands out as a key success factor. Good systems rely on
many local bridges as the new tribal system aimed to create. Before
Cleisthenes, the residents of Prasiai would have had relatively few bridging
ties outside their local community, few connections with other towns or
neighborhoods in Attica. This would limit the overall Athenian capacity
for effective joint action like military operations. The tribe system estab-
lished ties between groups that did not know each other from before, while
retaining a sense of community at both a small and large level. In order to
promote knowledge sharing, the basic requirement is to stimulate com-
munication between people who in the beginning are strangers to one
another and do not necessarily trust each other. The incentives were not
necessarily only material, but equally important in establishing new rela-
tionships was the perception of being part of a new common culture and
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collective identity. In the tribe, groups came to know each other who
would never otherwise have had contact. People with different back-
grounds and knowledge would more frequently work together with peo-
ple. The geographical representation in each tribe aimed to maximize
diverse information about the Athenian territory, by including groups
from coastal, inland, and urbanized parts (Ober, 2008).

In addition, it was necessary to create a meeting place for the new tribes
if they were to get to know each other and share their knowledge with each
other. To solve this challenge, Cleisthenes established the Council of 500
(“boule”) in 507 BC, a new and remarkable institution of Athenian
democracy. The Council prepared the agenda for the Assembly and had
responsibility for the day-to-day administration of state affairs, supervising
the state’s finances, the fleet, cavalry, sacred matters like collecting tribute,
construction work and care for invalids and orphans. They also monitored
various projects that had been approved by the Assembly. The Council
also met foreign delegations and reviewed the performance of the magis-
trates who worked in the government. This was done to avoid corruption
and misuse of power (Ober, 2008; Wallace, 2013).

While all important matters of state policy, including finance and
matters of diplomacy, war, and peace were decided in the Assembly of
Athenian citizens, the Council had the important agenda-setting function
by deciding what matters should be discussed in the Assembly. It was
private citizens who brought issues for discussion to the Council. The
Council would then consider if they wanted to bring the issue to the
Assembly, for ratification of a specific decree. The Assembly, which any
citizen could attend, was often chaotic because thousands of citizens were
present. In addition, they had only 40 meetings per year, while the
Council met daily and could therefore act more expeditiously than the
Assembly (Ober, 2008; Tridimas, 2011).

Furthermore, the 500 persons in the Council comprised ten 50-man
delegations from each of the newly created tribes. The members of each
tribal delegation were selected by the demes and served in Athens for a
one-year period. The number of councilors from each deme varied,
depending on population in the deme. For example, the deme Prasiai
annually sent three councilors as part of the tribe Pandionis’ 50-man
delegation to Athens. In contrast, one large inland deme sent 11 coun-
cilors, while a small deme only sent one person (Ober, 2008). It illustrates
that the system built on demographic representation.

The Council met every day except certain holidays, eventually in a
purpose-built architectural complex in Athens. In a normal year of 354
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days, the Council met on about 275 of them (Hansen, 1991: 251).
Because of the intensity of the work, the tribal teams would get to know
each other well during the one-year period they served. All the duties and
collective work that were required would have stimulated rapid social tie
formation, and made it easier to form new friendships with strangers.
Every tribe would also work together with the other 450 councilors from
the nine other tribes. Over the course of the year, members in the different
tribes would become acquainted and likely establish weak ties in a new and
extended social network. By establishing contact with men from other
demes, one could hope to advance the family’s position by secking good
marriages for his sons and daughters (Ober, 2008).

Nearly all members of the Council were ordinary citizens with limited
administrative experience. A new group of 500 would join into service
every year. Although councilors could serve twice in their lifetime, though
not in successive years, it is likely that this did not happen often. It is likely
that approximately 400 members were new to the Council (Hansen, 1991:
249). Consequently, no subgroup of old councilors could control the
agenda in the Council, and all new councilors began on equal terms.
They would quickly have to learn and acquire appropriate skills. Since
all councilors were new in the job, this facilitated rapid knowledge sharing
because it was important to get the government “running’ as fast as
possible. There was also a formal archival system, and many of the work
routines for accomplishing the Council’s work were codified. This must
have been an important part of the knowledge sharing (see also
Section 7.2). However, the regular turnover of councilors ensured constant
innovation in the system as new people would bring in new perspectives
every year (Ober, 2008).

Because the tribal teams served together in Athens for a whole year, it is
likely that a lot of knowledge sharing between individuals would happen
by itself. A councilor from a coastal deme might learn new pottery skills
from someone in the city or how to improve olive farming from a
councilor from the inland. The cost of communication is very low because
all the councilors lived and worked together every day. The egalitarian
structure of the Council would also have made it easy to bring forward
relevant information to the right place, at the right time as a part of the
collective problem-solving process (Ober, 2008).

The weak social ties connected individuals across regions, kinship
groups, occupational groups, and social classes across the Athenian terri-
tory. Knowledge sharing was also promoted through state sponsored
“knowledge aggregation contests” with public honors to the winners.
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The winners had to be capable of persuading others to do likewise. By
creating an “economy of esteem,” knowledge sharing was considered
valuable throughout the community (Ober, 2008). For example, the work
of the councilors was evaluated according to how well they had served the
public purposes of the polis, and it could be rewarded at the end of the
one-year period. The evaluation also reduced corruption or the risk of
the Council developing into a self-serving identity (Ober, 2008).

Through its day-to-day operations, the Council sought to identify and
make effective use of experts in many different knowledge domains. The
councilors would also work in a range of different collegial boards that
oversaw many of the administrative duties, typically composed of ten
citizens. These teams were dedicated towards specific public tasks in the
government like leading armies or keeping oversight of public festivals. In
this way, the councilors would develop a certain expertise while still
staying together with all the other councilors and sharing this knowledge
(see more information about collegial boards in Section 9.3.2) (Ober,
2008).

The Council also played an important role because of its deliberative
functions in the system. They would know who had a certain expertise and
whom to contact to get relevant information. Each councilor would also
have a network of contacts in the local home area. The Council would
therefore easily have access to a significant amount of the total knowledge
available in the entire Athenian population. In this new system, the
Athenian population developed an increased capacity to discriminate
among sources of expertise and information, and to cross-appropriate
relevant knowledge from different domains (Ober, 2008).

5.4.2  Heterogeneous Social Interaction through Rotation
and Randomization

In the last chapter, we looked at how heterogeneous social interaction is an
important mechanism in human swarm problem solving. This section will
investigate how heterogeneous social interaction first became part of an
intentional institutional design in an attempt to solve different
societal problems.

Several of the most important democratic institutions in ancient Athens
used both random sampling and rotation to ensure that many citizens were
allowed to participate. Every year this included 6,000 members to the
Court, 500 members to the Council, and another 700 magistrates who
served as public officers. Even though only the citizens who volunteered
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were part of the lottery, this lottocracy was an essential part of the
democracy. When selecting candidates to the Council, there were assembly
meeting in all 139 demes in the Athenian territory. For example, a deme
entitled to four seats had to present at least eight persons. Some demes
used lot in the selection of candidates, while others would struggle to get
enough candidates. These candidates would then be part of a lottery in
Athens that decided who would be the councilor and who would be the
stand-in (Hansen, 1991: 248; Lépez-Rabatel, 2019).

Another interesting characteristic is the different rotation methods that
were used to ensure shared responsibility in the Council. Each so-man
tribal team would take a leading role in directing the Council’s business
for a tenth of the year (36—37 days). In the Council, there was a monthly
lottery regarding which tribe was to exercise the presidency of the
Council. Every day, a new member from the tribe was also chosen by
lot to serve as the chief executive officer or president of Athens. Every day
at sunset, a new person would be appointed chairman who had not yet
held the post. The chairman counted as the head of the state of Athens,
holding the seal of Athens and the keys of the treasuries. He received
foreign messengers and envoys and presided over meetings of the Council
and the Assembly. As with most other positions, it was only possible to
hold it once in a lifetime. A majority of the members in the Council
would therefore have held the most important formal position in Athens
during the year. The rotation principles aimed to reduce the domination
of factions. Another positive effect was that a very large number of
Athenians served in the government, and became more politically com-
petent (Hansen, 1991: 250; Lépez-Rabatel, 2019; Ober, 2008; Wallace,
2013).

Furthermore, any citizen could also become member of the “People’s
Court,” including the poorer members of society. The main purpose was
to optimize a good rotation among the jurors and to stop any attempts to
bribe jurors. The jurors were selected by lot at the beginning of the year
and become members of the panel of 6,000 citizens. Those selected then
swore the Heliastic Oath, and could choose when they wanted to turn up
for the daily court meetings. However, they had to be picked by lot on a
given day to serve for that day. On a normal court day, the Athenians had
to use 2,000—3,000 men from the jury list to pick up by lot 1,500-2,000
jurors (Hansen, 1991: 181-189). The law courts selected thousands of
citizens every court day through complex randomized procedures that
guaranteed that jury panels were broadly representative of the Athenian
population as a whole (Carugati et al., 2015).
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In the fifth century, the potential jurors formed a queue in the morning
in front of the courtrooms and were let in according to the order of their
arrival until the required number of jurors was reached. From the end of
the fourth century, the jurors were selected by lot and also allocated to the
different courts by lot. The courts were all placed in the corner of the
Agora behind an enclosure, with one entrance per tribe. Court proceeding
began at dawn with the selection by lot of the day’s jurors from those of
the eligible 6,000 who had met. In front of each of the ten entrances, there
were ten chests. People met at their tribe entrance and put their jury
plaques in the specific chest that displayed the same letter that corre-
sponded to the one they had on the plaque (Hansen, 1991: 183,
197—-198).

When all potential jurors from one tribe had delivered their plaques,
one person would be selected randomly from the ten chests to help
organize the lottery with the help of a kleroterion (Figure 5.2). The
Athenians invented this lottery machine to execute the lotteries in an
effective and fair way. The machines were designed to guarantee equality
between all participants in the lottery, avoid fraud and allow a faster and
more complex way of drawing of lots. The kleroterion marks a decisive
turning point in the evolution of political tools intended to serve the
democratic ideal. It made the drawing of lots much more effective in the
fifth and fourth centuries BC. Lotteries became more frequent, and
included a larger group of citizens. For instance, in the People’s Court, it
was necessary to draw lots for thousands of jurors approximately 200 days a
year (Hansen, 1991: 198; Lépez-Rabatel, 2019)."

These lottery machines were made of marble, were almost two meters,
and would normally have five columns of slots corresponding to the size of
a jury plaque. The lottery organizers picked identification plaques from the
chest and inserted them into the kleroterion. One had to fill the columns
with the section letter that appeared on the citizens’ identification plaques
(pinaikon) and identified the tribe. The kleroterion also had a narrow
vertical tube, where they put a specific number of black and white balls
that corresponded to how many jurors they needed. The balls were then
removed from the bottom of the tube, one at a time. When the ball was
white, the row of the five plaques were accepted as jurors; if they were
black, they were rejected. Regardless of the size of the group that was to be
selected, the number of columns of the machine would match the number
of tribes. Two lottery machines were used to include representation from
all the ten different tribes. The machine established a uniform procedure
that ensured a fair lottery (Hansen, 1991: 198; Lopez-Rabatel, 2019).
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Figure 5.2 The kleroterion, the Greek lottery machine. These machines were primarily
used to select jurors in Athens. Each court had machines placed in front of the entrance.
The model of this kleroterion has 11 columns and was probably not used in the courts, but
in the Council. There were 12 tribes in the third century BC and the kleroterion could then
be used to select committee members representing all tribes except the one holding the
presidency, photo Gianni Dagli Orti/REX/Shutterstock editorial/NTB ©
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After the selection of jurors, another selection by lot began that distrib-
uted them between courts. It varied whether the day was devoted to
smaller private suits with 201 jurors or larger ones with 401, or to public
prosecutions with so1 or more. The most important political cases could
include panels of 1,001, 1,501, 2,001, and 2,501. Because the size of the
jury was designed to increase with the seriousness of the case, this suggests
that the Athenians had some awareness of a wisdom of the crowd effect. By
increasing the size of the jury, it was assumed that this also increased the
likelihood of reaching an accurate and fair decision (Hansen, 1991:
187-188, 199).

Since the distribution of jurors between the courts was done by lot, it is
likely that all courts were of the same size on a specific day, for example
201 or 501 individuals. On an ordinary day, there would be activities in at
least three courts, and probably four or more. During the day, it would be
possible to arrange at least three public prosecutions or at least 12 private
suits. The whole lottery process might have lasted an hour involving more
than 2,000 citizens, approximately 200 days a year (Hansen, 1991:
187-188, 199).

The drawing of lots was an important part of the institutionalized
practices in Athens. The machine could involve the entire citizen popula-
tion through rigorously defined procedures. It seems to have taken a
century after Cleisthenes reforms to invent a “democratic machine.”
Exposed to the sight of all, the kleroterion also guaranteed transparency
and a fair procedure, with the lottery becoming part of the rituals of public
life. It became a powerful symbol of the new political logic. It gave every
citizen the same chance of being selected, and it made bribery very
difficult. No one knew in advance who would be in the juries, nor what
case they would judge. The voting equipment also underwent a gradual
transformation towards standardized voting tokens with less emphasis on
religious symbols. In the classical period, it appears that religious symbol-
ism was not as dominant in the procedure of lottery (Lépez-Rabatel, 2019)
(Hansen, 1991: 199).

Furthermore, most of the magistrates or public officials were selected by
lot. They were appointed annually to different posts in public office,
working on religious, judicial, or financial matters, as army and naval
commanders or inspectors (of markets, building, roads, water, and country
districts or in steering committees for the Assembly). Their power was
limited because they could only serve one period in a specific area, except
for the generals, who could be reelected. Still, a citizen was allowed to hold
a different position at a later point of time. This system created frequent
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rotation and a large proportion of the citizens would therefore hold ofhice
eventually. The various magistrates were amateurs and there were very few
professional administrators (Hansen, 1991: 236, 243; Tridimas, 2011).

If we look closer at the lottocratic selection of magistrates, several
advantages are apparent. First, the citizens have equal chance to serve in
public office independent of the wealth, or ability to finance an election
campaign. Because a large pool of candidates is randomly selected for a
limited period, this resulted in a significant rotation in office, which
increases the likelihood of getting the position. This creates a system that
is perceived as fair. The frequent rotations ensures that every citizen will
alternate between being governed and governing, which further reduces
factionalism. Second, because the number of appointees is “large,” the
process of randomized selection will ensure the magistrates reflect propor-
tionately the preferences of all citizens in the population. When the
number of officials appointed in a board of magistrates is sufficiently large,
the law of large numbers applies. Third, compared with elections, the
lottocratic system is relatively easy to administer and produces outcomes
more quickly. It reduces the economic costs of making collective decisions.
Fourth, the lottocratic model prevents the development of a professional
political class or an elite group that can gain too much power. There will
be fewer interest groups which influence the system and less corruption.
The benefits of holding office is spread widely across the citizenry and
promotes equal opportunities for all citizens to occupy office. It also
decreases the power of the office holder and the attractiveness of office;
reducing conflicts among individuals over power and possibly discouraging
corruption in seeking office. The system is perceived as fair since it pro-
vides citizens with equal opportunities to assume public office.

Fifth, the frequent rotation of citizens in various public posts as mag-
istrates, councilors, or jurors must have significantly increased citizens’
knowledge about the Athenian society. Knowledge was shared through
participation between most of the citizens in various weak-tie networks.
Although jurors could not discuss issues during the case, there must have
been many discussions afterwards (Tridimas, 2011). Likewise, the coun-
cilors who worked together for a year would most certainly learn a lot
about the polis and gain a deeper understanding of the democratic system
and the larger governmental system. Gradually, a very large number of
citizens in the entire Athenian territory would have acquired political
expertise. Athenian performance also improved because more citizens
gained political expertise and became part of the self-government system.
This type of participatory democracy also creates a transparent
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governmental structure and was designed to strengthen support for the
Athenian polis. The democratic institutions were refined and modified
over time, but some of its original parts from the late sixth and early fifth
centuries proved remarkably durable (Ober, 2008).

However, several of the democratic institutions had age restrictions. The
Assembly was open for all Athenian males above 20 years, but all other
institutions such as the People’s Court, the public office (magistrates), and
the Council required participants to be at least 30 years old. The system
favored certain age groups. Since a juror in the People’s Court had to be at
least 30 years old, it limited the eligible candidates from thirty to twenty
thousand citizens. In the Council of 500, the average age of first-time
members was about 40, so citizens did not become councilors when they
had just turned 30. The group over 40 years of age represented only
2 percent of all citizens. Consequently, about two thirds of all Athenian
citizens over 40 would have been a councilor. Since 6,000 jurors were
drawn every year, the numbers suggest that the average citizen above
30 would be juror every third year. The eldest and most experienced were
considered better qualified in doing this work, indicating the presence of
organized group differentiation. In addition, adults in their 20s were
needed for many other types of work in the society (Hansen, 1991:
181, 249).

Moreover, one should be aware that there are potential disadvantages
with rotation and random sampling. It is not possible to select the persons
who are considered to be the most qualified to do work. If individuals
know that they will be doing the work only for a limited time, such as a
year, this might reduce their motivation. Since the model is based on
volunteering, the recruitment may still not be good enough. The lotto-
cratic appointment of public officials also requires that all citizens can learn
the skills to do a sufficiently good job in a short time. The success of the
system provides evidence that amateur officials were able to perform both
simple and complicated duties. However, officers responsible for defense
were appointed by election in Athens, which shows that some posts
required expertise (Tridimas, 2011).

5.4.3 Decision Threshold Methods in the Assembly and the People’s Court

In the previous chapter, both quorum responses and majority decisions
were identified as essential decision threshold methods in human swarm
problem solving. In this section, I examine how these methods were first
taken in use in societal institutions. If we look back to ancient Athens,
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both the Assembly and the People’s Court were organized around majority
rule and also a few quorum rules. Simple majority rule became formalized
as the preferred decision-making method in two of the core institutions in
society. For the first time in human history, it became possible to aggregate
opinions in mass audiences in a very effective way — 6,000 citizens in the
Assembly and 200-500 jurors in the courts. Both institutions made
essential societal decisions under significant time constraints (Ober,
2008). The new voting methods symbolized the beginning of democracy,
a radically different society, built upon a new type of individualism that
ensured individual rights and equality of the votes (Pitsoulis, 2011).

If we want to trace the first voting practices, we have to move even
further back in time to the Spartan popular assembly around 750 BC. In
making decisions, the supporters of conflicting proposals organized a
“shouting contest.” A couple of persons were locked up in a room nearby
so they could not see nor be seen by the “shouters,” but only hear the
sound level of the shouting in the assembly. This impartial group then
decided which candidate had received the loudest acclamations and could
become a senator. We know less about the origins of majority rule in
Athens, but it probably began with formal voting at the end of the seventh
century. However, it was the democratic reforms by Cleisthenes in the
fourth century that formalized majority rule as an essential decision-
making method in the democratic Athenian constitution (Pitsoulis, 2011).

It is likely that military practices led the Greeks to begin using majority
rule. Because new weapons were invented, like the double-handled shield,
battles were increasingly won through group formations. The hoplites
emerged as a new group of free landowning citizen-soldiers in the sixth
or seventh century. They became powerful because they could now defeat
the aristocratic horsemen with their superior military strategy. The group
of soldiers would move together in a phalanx, a rectangular mass military
formation, and they would battle by pushing against each other until one
broke (Figure 5.3).

Numerical superiority was decisive in these battles. There were numerous
civil wars between hoplites in Greece, and it is from one of these that
Xenophon reports that the battling parties found out that it was better idea
to just count the number of soldiers instead of fighting, and then give the
victory to the group with the most soldiers who would anyway win. Frequent
warfare became very costly, and majority rule in the battlefield was a conflict
resolution mechanism that would be beneficiary for both parties. The
hoplites were also “middling men” who wanted more influence in the city
states, and one way of achieving this was through majority rule. In the
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Figure 5.3 The Chigi vase from seventh century BC showing hoplites going to battle,
photo Francesco Bino, image courtesy of The National Etruscan Museum ©

Solonian Athens in the sixth century BC, only the hoplites had the right to
vote and the privilege of being eligible for public ofhice (Pitsoulis, 2011).

Voting in the Assembly

If we move a century forward to the Assembly in Athens during
Chleistenes, we know more about the voting system. Citizens normally
voted by show of hands in contrast to the People’s Court who voted by
ballot. The “ayes” were first called to raise their hands and then the “no’s,”
with abstention also being an option. It is most likely that there was no
exact counting of hands, a voting practice that is still used today in the
Landsgemeinden in Switzerland. Because every vote counted equally, it is
easy to get a visual estimate of the majority by just observing how many
hands are raised. Since exact counting was unnecessary, this was an
extremely time-efficient voting method. It was the nine chairmen of the
assembly (proedroi) who estimated the majority, with the vote being
repeated if they were in doubt. Therefore, the Assembly could make many
decisions in just half a day. Six thousand citizens would normally be
present at an Assembly meeting, which was the maximum number the
meeting space, the Pnyx, could contain when i