
Towards a User-centred Security Framework for Social Robots in
Public Spaces
Samson O. Oruma
samsonoo@hiof.no

Supervised by: Prof. Dr. Ricardo Colomo-Palacios
Østfold University College
Halden, Viken, Norway

ABSTRACT
The use of social robots in public spaces is becoming increasingly
popular due to their ability to provide personalized services to users.
However, the convergence of different technologies and software
applications has raised concerns regarding security requirements,
standards, and regulations. Specifically, there are significant con-
cerns about the evolving threat landscape for software applications
in public settings, where social robots interact without supervision
and are in direct contact with threat actors. During the development
of social robots software, developers and practitioners need prac-
tical tools to continuously assess their products’ security profiles.
This paper presents a preventive approach to the dynamic evolving
security landscape of Social Robots in Public Spaces (SRPS) using
design science research (DSR) methodology to develop a security
framework. The study investigates security threats, vulnerabilities,
and risks associated with SRPS software development and analyzes
existing related frameworks to design a security framework for
SRPS software developers. The research aims to provide insights
into the security aspects of SRPS software application development
processes and contribute to developing effective security frame-
works to mitigate evolving risks and ensure secure operation and
acceptance in public spaces.
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1 MOTIVATION, RATIONALE, AND
CONTRIBUTION OF THE RESEARCH

The convergence of robotics, automation, and Artificial Intelligence
(AI) in social robots (SR), which can naturally interact with humans,
is a promising solution to address a wide range of societal needs
[17]. The use of social robots (SR) has promising potential in various
fields, such as healthcare [13], education [4], retail services [22]
and public space [18]. The market for social humanoid robots is
expected to reach $11.24 billion by 2026 [23]. However, deploying
social robots in public spaces raises concerns regarding security,
privacy, safety, and reliability [7]. Protecting users’ data and SR
from attacks, thefts, sabotage, and vandalism is crucial in such
settings [19].

A recent systematic literature review of 1469 studies on the threat
landscape of SRPS [18] revealed seven interrelated sub-components
for SR, namely hardware, software, communication, human, cloud
services, AI services, and supply chain. Existing security frame-
works, such as SOC 2, ISO 270001, NIST cybersecurity framework,
HIPAA, PCI DSS, and FISMA, are not tailored to address all these
security aspects; hence researchers are calling for new standards
[27], and laws [7] for SRPS. A user-centred security framework em-
phasises all users’ needs, preferences, and behaviours interacting
with the SRPS system. To effectively address the diverse security
requirements, such a framework should incorporate key aspects
like (i) understanding user needs, (ii) usability, (iii) user involve-
ment, (iv) accessibility, (v) flexibility, (vi) training and education,
and (vii) continuous evaluation and improvement [10]. One chal-
lenge software developers and designers face is the tendency to
focus on creating functional software rather than addressing the
comprehensive security needs of all users [1]. During testing and
evaluation, the emphasis is often placed on specific use cases rather
than potential misuse (abuse) cases, which are crucial to achieving a
robust and secure software system. A secure software development
process should anticipate and attempt to mitigate threats targeting
all SRPS sub-components.

The Robot Operating System (ROS), a fundamental platform
for social robots, is susceptible to several software vulnerabilities
[24]. In the case of SRPS, one challenge is that malicious actors
can potentially gain physical access to the robots and exploit the
Linux Kernel vulnerability in ROS using a USB drive [14]. The
public spaces where social robots operate are dynamic, with various
actors and unpredictable variables. Assuming that the AI of social
robots will continue to evolve, adapt, and learn from its context to
optimise user experience, it is essential to anticipate and prepare for
emerging threats in the future. However, SRPS software developers
often rely heavily on code reuse without adequately considering
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known vulnerabilities in the reused code. Developers can create
more secure software solutions by incorporating security-by-design
principles into the SRPS application development lifecycle [30].

This PhD research aims to create a user-centric security frame-
work for social robot software developers, facilitating the develop-
ment of secure-by-design software. The framework incorporates
continuous vulnerability and threat assessments, assisting targeted
users in creating software that addresses security needs and main-
tains regulatory compliance as technology advances. This research
is part of a larger interdisciplinary project, SecuRoPS, with a broader
scope than this study alone. The user study will include participants
(users) from the project consortium.

The SecuRoPS consortium comprises five partners, each repre-
senting various targeted users of the proposed framework [31]: (i)
Institute for Energy Research (IFE): A research institute contribut-
ing to robotics security expertise and managing the overall project
pilot cases. The IFE team represents IT system administrators, prac-
titioners, and robot software developers from their robotics section.
(ii) Østfold University College (HIØF): An academic research in-
stitution responsible for developing the SecuRoPS framework. As
part of this team, We represent the academic research community.
HIØF will provide researchers from the robotics and automation
laboratory as user study participants. (iii) Fredrikstad Municipality:
A public sector actor experienced in public space management,
representing business owners in the consortium. They will pro-
vide a business environment (a sustainable water ferry use case)
for pilot cases, where end-users needs will be studied. (iv) SNØ
design: A private robot design company in Norway responsible for
customizing social robot hardware to meet end-users preferences,
representing the social robot designer category of targeted users. (v)
Institut de Robòtica i Informàtica Industrial (IRI): An internationally
renowned robotics research partner responsible for procuring the
ARI social robot from PAL Robotics and customizing its human
interaction design. This partner and researchers at the Perception
and Manipulation Laboratory represent social robot developers for
this study.

This research’s expected impact and contribution to science,
innovation, and society is summarized below.

Science: Currently, no security framework exists that addresses
the management of threats to the dynamic environment of SRPS
through continuous vulnerability, threat, and risk assessments.
Given the recognized benefits of continuous risk assessment in
software development, this framework is expected to be beneficial
to the targeted stakeholders.

Innovation: The integration of automation in security appli-
cations for SRPS represents a significant innovative step towards
developing high-performance collaborative and interactive social
robots that can be widely used for different societal tasks. This
disruptive innovation, which continuously incorporates vulnerabil-
ity, threat, and risk assessment in its development processes, will
significantly impact society and the economy.

Society: In the future, social robots will have a crucial role
in critical infrastructure, essential services, major sectors, and na-
tional security. To promote acceptance and reliability, a security
framework that ensures continuous vulnerability, threat, and risk
assessment during the development of software products for these
robots will be essential.

2 KEY RESEARCH QUESTIONS
The SecuRoPS PhD research shall address the following five Re-
search Questions (RQ).

• RQ1: How can the security of social robots in public spaces be
compromised, and what are the potential vulnerabilities and
threats that need to be addressed?

• RQ2:What are the best practices for conducting continuous
vulnerability and threat assessments to ensure the security of
social robots software in public spaces?

• RQ3: How can a security framework for social robots software
be developed to integrate continuous vulnerability and threat
assessments?

• RQ4: What are the essential metrics for measuring the im-
pact of a continuous vulnerability assessment-based security
framework?

• RQ5: Is the SecuRoPS framework more effective in addressing
the complex security challenges posed by social robots oper-
ating in dynamic public spaces than existing methodologies,
such as the MITRE security framework?

3 RESEARCH METHODOLOGY ANDWORK
PLAN

3.1 Design Science Research Methodology
The SecuRoPS research will employ an iterative co-creation re-
search and innovation process based on the Design Science Re-
search (DSR) methodology [20] to address its research questions.
Design Science Research is an appropriate fit for this thesis as its
primary purpose is to develop knowledge and gain an understand-
ing of a problem domain (in this research, knowledge of SR and
it’s continuously evolving threat landscape in public spaces) by
building and applying practical and innovative artefacts to address
identified complex problems.

The information system DSR research framework proposed by
Hevner et al. [9] will be adopted, which consists of three compo-
nents: environment, design research, and knowledge base.
Three research cycles will be followed: relevance, design, and
rigour, as presented in Figure 1. The environment defines the
problem space of interest, which, in this case, is SRPS. It com-
prises people with different roles, capabilities, and characteristics,
organizations with different goals, tasks, problems, and opportu-
nities, and technology with diverse infrastructures, applications,
communication technologies, risks, barriers, and mitigations. In the
design research component, artefacts will be developed and eval-
uated through an iterative assessment and refinement process. The
knowledge base component will comprise applicable knowledge
on SRPS theories, patterns, frameworks, security, privacy, models,
human-machine interaction - HRI, and other educational materials
(security courses), methodologies for data collection, analysis, and
evaluation, including appropriate metrics and standards/laws such
as GDPR, NIST, ISO, and best industrial practices for SRPS in public
spaces. During the relevance cycle (cycle 1), business needs will
be matched with research objectives, focusing on software develop-
ers’ needs in terms of threat landscape awareness. Feedback from
assessment during the evaluation will refine the artefacts during
the design cycle (cycle 2). The design cycle will involve at least
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Figure 1: SecuRoPS’ design science research

three iterations, each corresponding to the three versions of the
security framework. During the rigour cycle (cycle 3), applicable
knowledge will be rigorously retrieved from the existing body of
knowledge and refined based on their suitability in subjects and
metrics for a given problem space. Specifically, expert interviews,
literature surveys, and systematic literature reviews (SLRs) will be
conducted to ascertain the threat landscape concerning the seven
components of SRPS. Threats related to communication networks,
AI, SRPS data storage, and AI will be gathered from the literature
and vulnerability reports.

3.2 Mapping DSR Guidelines and methods
This research methodology follows the guidelines for conducting
Design Science Research (DSR) proposed by Hevner et al. [8]. The
guidelines are summarized below:

3.2.1 Design as an artefact. In software engineering, an artefact
refers to any tangible, digital, or physical item created during the
software development process. It could be a document, diagram,
model, specification, code file, or any other deliverable that serves
a context-specific purpose and comprises a physical representation,
syntactic structure, and semantic content, forming three levels of
perception [15]. For this research, artefacts will be a continuous
vulnerability-based security framework for SR software developers.

3.2.2 Problem relevance. This research aims to develop a technology-
based solution (security framework) to address the problems faced
by business users (SR software developers). The solution would
ensure the security and acceptance of SRPS. The relevance of this
research is evident in the fact that it addresses a business problem
faced by practitioners in an emerging field while contributing to

the existing knowledge base on how to manage the evolving threat
landscape for SRPS.

3.2.3 Design evaluation. The usability, quality, and effectiveness of
the SecuRoPS framework will be rigorously evaluated through well-
executed evaluation methods, including observation, experiments,
testing, and descriptive scenarios. The evaluation will include the
integration of developed artefacts within the technical infrastruc-
ture of an existing business environment. The research’s evaluation
criteria, metrics, and research questions align with Philippou et al.’s
GQM approach for information security [21]. Several criteria for
evaluating a security framework include availability, security and
performance as proposed by ENISA [6], security, resilience and risk
as proposed by MITRE [16], and implementation, effectiveness and
impact as proposed by NIST [29] will be considered in this study,
and backed with measurable metrics linked to critical elements of
the framework in its application domain. The SecuRoPS framework
will be evaluated using the following criteria;

(1) threat and vulnerabilitymetrics: ameasure of the number
and severity of threats and vulnerabilities identified and ad-
dressed by the framework. Specific metrics under the group
include the number and severity of vulnerabilities, number
and frequency of attacks, detection and response time, false
negatives and positives.

(2) risk management metrics measure the framework’s effec-
tiveness in identifying and mitigating risks. Specific metrics
under this category include risk exposure of the particular
SR scenario.
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(3) compliance metrics: a measure of the extent to which the
security framework complies with applicable laws, regula-
tions and standards of SRPS. Examples include the number
and severity of identified compliance violations and the per-
centage of compliance with applicable laws and regulations.

(4) incidence response metricsmeasure the framework’s abil-
ity to respond to incidents. Some applicable metrics here
would be mean time to detect and respond (MTTD, MTTR),
time to contain, and recovery time objective.

(5) business impact metrics a measure of the impact of a secu-
rity incident on the business in terms of operation, customers
trust and satisfaction, regulatory/legal sanctions, etc.

3.2.4 Research contributions. This research’s main contribution
will be the artefact, which is the continuous vulnerability-based
security framework. The research will benefit users (SR software
developers), society (end-users in this case, ferry passengers), and
the research community (knowledge contribution in the form of
SRPS continuous threat assessment and security). Identifying suit-
able evaluation criteria and metrics from RQ4 will also contribute
to the research methodology of SRPS.

3.2.5 Research rigour. This research will apply rigorous methods
in developing and evaluating the security framework. The research
methods adopted to answer the research questions will be based
on well-known methodologies in software engineering. The evalu-
ation criteria and metrics will be based on software security and
information system knowledge base.

3.2.6 Design as a search process. The final artefacts of DSR will
contain a set of satisfactory design solutions resulting from an
iterative search process involving ends, means, and applicable laws.
Ends are requirements (utility function represented by goals and
constraints); means are implementation design decision variables,
while applicable laws are uncontrollable forces that can be viewed
as both design variables and constants [9]. The iterative search
process is between the application domain (involving requirements
and constraints) and the solution domain (involving technology
and organization-specific use cases). This research will adopt an
iterative identification of security vulnerabilities in SRPS to find a
satisfactory solution.

3.2.7 Communication of research. In accordance with the guide-
lines, this research aims to communicate its findings to three spe-
cific audiences: (i) technology-oriented, (ii) management-oriented,
and (iii) end-users. The technology-oriented audience includes
academic researchers, and practitioners, while management repre-
sentatives and business owners are examples of the management-
oriented audience. Academic research publications such as journal
articles, conference papers, and book chapters will be the commu-
nication medium for technology-oriented audiences. In contrast,
workshops and conferences will be used to reach management-
oriented audiences, specifically the annual "TDS (The Digital Soci-
ety) Gathering" of Østfold University College. End-users will be
communicated with through internet blogs, the Østfold University
website, social media, and the mass media (TV and newspapers).

3.3 Mapping Research Questions and Methods
To answer the research questions of this study, various methods
will be employed, such as systematic literature reviews (SLRs), case
studies, controlled experiments, and expert interviews, all using
appropriate guidelines related to software engineering. To conduct
SLRs, the procedures by Kitchenham [11] will be adopted, while
the new SEGRESS guidelines will be adopted for secondary studies
[12]. The guidelines by Runeson et al. [25] will be adopted for case
studies and interviews. Table 1 presents the mapping of research
questions to methods for this study.

Table 1: Mapping research questions with research methods

RQs Proposed research method
RQ1 SLR, surveys and mining of vulnerability data (e.g. CVEs)
RQ2 Expert interviews and surveys
RQ3 DSR, field studies and controlled experiments
RQ4 Systematic literature review and surveys
RQ5 Field study

3.4 The SecuRoPS Framework
The primary output of this research is the SecuRoPS framework, a
generic (i.e. it can be used irrespective of the software development
approach) and comprehensive set of policies, procedures, controls,
and tools for social robot designers and developers to create se-
cure software using the security-by-design concept throughout the
Software Development Life Cycle (SDLC), focusing on the evolving
vulnerability of SRPS. The framework consists of four components:
a threat model based on SRPS threat landscape insights; a list of
controls for each threat category; a security profile for each SRPS
use case; and practical implementation guidelines. The secure SRPS
software, resulting from applying the framework within the SDLC,
will feature multiple security layers, with the software code forming
the innermost layer.

During three pilot studies involving ARI water ferry guide use
cases, we will apply the framework to develop a secure social robot
application (ROS node), emphasising secure design, implementa-
tion, threat awareness, and coding practices. The SecuRoPS frame-
work is not a software program, security monitoring tool, or intru-
sion detection system but a planning tool for software developers
to create secure products while considering SRPS’s evolving vul-
nerabilities.

To develop this framework, the research will conduct systematic
literature reviews, surveys, expert interviews, and field studies on
SRPS. Field studies will observe and collect data on software devel-
opment practices, security measures, and potential vulnerabilities
in real-world settings to understand developer and user interac-
tions, challenges, and security measure effectiveness in practical
contexts.

4 DATA COLLECTION AND ANALYSIS
TECHNIQUES

The data types, sources, collection methods, data analysis, validity
threats and controls, the scope of work, limitations, project risks,
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and contingency plans for this study are detailed in the subsequent
subsections.

4.1 Data types and sources
The SecuRoPS research will collect mixed data, comprising quan-
titative information from surveys, experiments, and field studies,
as well as qualitative insights from interviews, scenario descrip-
tions, and field studies. User study participants will be selected
from the wider SecuRoPS project partners and end-users who en-
gage with the social robot during pilot cases. While recruiting user
study participants can be difficult, the target users in this instance
are partners in the SecuRoPS project who have been part of the
framework’s design process since its inception.

4.2 Data collection
Data will be gathered through observations, controlled experiments
involving the social robot and users, functionality testing, and
expert-provided descriptive scenarios. Collection methods will in-
clude system logs, intrusion detection system alerts, scan results,
vulnerability database mining, and other telemetry or automated
data-capture tools related to software applications.

4.3 Data analysis
The research will employ data analysis tools such as Nvivo for
thematic analysis of qualitative data, while Python, Matlab, or SPSS
will be adopted for quantitative data analysis. Metrics will drive
data analysis for each research method.

4.4 Validity Threats and Controls
The trustworthiness of the SecuRoPS framework will be ensured by
controlling threats to its validity. Runeson et al. [26] identified four
threats relevant to software engineering case studies: construct,
internal, external, and reliability.

4.4.1 Construct validity. measures the degree to which the study
measures its intended purpose. This threat arises from insufficient
empirical data or mismatched interpretations between researchers
and interviewees. Controls include adopting proper research guide-
lines, designing explicit constructs, researcher triangulation, and
avoiding subject bias.

4.4.2 Internal validity. assesses whether study findings can be at-
tributed to studied variables rather than extraneous factors. This
can occur due to deliberate mistakes or researcher biases when
extracting data. This study adopts the GQM approach, ensuring
clear evaluation metrics driven by goals and related questions.

4.4.3 External validity. gauges the generalizability of study find-
ings to other populations and settings. Controls to mitigate this
threat include testing the framework on applicable, related pilot
cases involving ARI SR.

4.4.4 Reliability. evaluates the dependence of data and analysis on
specific researchers. This study adopts a rigorous, detailed research
methodology with publicly available supplemental materials to
mitigate reliability and repeatability threats.

Other constraints include (i) a lack of a benchmarking baseline
for comparison, (ii) generalisation limitations due to unexplored

SR use cases, and (iii) a lack of established data collection tools
and procedures in the SRPS field. These constraints motivate this
research to produce artefacts and new research directions.

4.4.5 Scope and Limitations. The scope of a research project de-
fines its boundaries and focus areas. In contrast, the limitations refer
to the constraints and weaknesses that may impact the study’s re-
sults. The project aims to develop a security framework for social ro-
bot application developers, to createmore security and vulnerability-
conscious robotics software. The framework’s application will be
limited to the Linux Operating System with the Robot Operating
System (ROS) framework. The programming languages covered
will be C++ and Python. The research will focus on ROS node
programming for ARI robots by PAL Robotics.

4.4.6 PhD Research Risks and Contingencies. Six risks have been
identified with their respective impact and proposed mitigations.
These include: (i) Medium risk of regulatory sanctions - obtain
necessary approvals and assessments before the pilot cases; (ii) High
risk of delay from partners - regular meetings with stakeholders to
prevent delays; (iii) High risk of end users not participating fully -
incorporate end-user opinions and preferences in use case design;
(iv) Medium risk of delay in ethical and regulatory approval - obtain
all approvals before the pilot cases; (v) Medium risk of social robot
not performing as expected - communicate required services and
functionalities to partners; and (vi) Medium risk of inadequate funds
- keep the sponsor happy by ensuring quality research and meeting
promised milestones.

4.5 Current Status and Next Steps
The SecuRoPS research has completed its first year, focusing mainly
on requirement gathering and the threat landscape for SRPS. Our
preliminary findings on RQ1 are contained in a systematic literature
review on the threat landscape and attack surface of SRPS [18].
In the second year, we will investigate the best practices in this
research direction and release the first version of the SecuRoPS
framework, thereby addressing RQ2 and partially RQ3. In the third
year, we will test, evaluate, and improve the SecuRoPS framework
from practical pilot cases and answer RQ4 and RQ5. We plan to
release a final version of the framework before the end of the third
year.

5 SUMMARY OF POINTS FOR ADVICE
We would appreciate constructive feedback on the following from
this proposal:

• Research methods: Are the proposed research methods
sufficient to address our research questions? Are there any
additional tips or advice to implement them effectively?

• Data collection and analysis: Is there a specific tool or
approach you would recommend for this task?

• Evaluation of the proposed SecuRoPS framework: What
do you think can be done better in this regard?

6 RELEVANT PRIORWORK
Birk et al. [5] proposed a networking framework for Safety, Security,
and Rescue Robots (SSRR) focusing on network security. Shyvakov
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[28] suggested a security framework for general robots using four-
layer and four-level security protection approaches but did not
provide test and evaluation results. Basan et al. [3] offered a security
framework for robotic control systems with seven security levels
and six degrees of protection but lacked evaluation and practical
application. Baraka et al. [2] characterised social robots’ appearance
and design space without addressing security and privacy. Tonkin
[32] investigated socially responsible design for social robot public
spaces from a User Experience (UX) and HRI perspective but did
not address privacy and security. None of these works addressed
the challenges social robot software developers face in dealing
with the continuously evolving threat landscape during application
development, which this research aims to address.
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