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A B S T R A C T

Advancements in artificial intelligence in the cybersecurity domain introduce significant security challenges.
A critical concern is the exposure of deep learning techniques to adversarial attacks. Adversary users
intentionally attempt to mislead the techniques by infiltrating adversarial samples to mislead the prediction of
security devices. The study presents extensive experimentation of defense methods using Python-based open-
source code with two benchmark datasets, and the outcomes are demonstrated using evaluation metrics. This
code library can be easily utilized and reproduced for cybersecurity research on countering adversarial attacks.
Exploring strategies for protecting against adversarial attacks is significant in enhancing the resilience of deep
learning techniques.
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1. Introduction to DL and adversarial attacks

The remarkable advances in Artificial Intelligence (AI) find exten-
sive broad use in various fields such as cybersecurity [1,2], sentiment
analysis [3,4], medical [5], digital forensics [6,7], etc., underscore the
necessity to endure the protection and trustworthiness of deep learning
(DL)-based solutions. DL models have lately been found vulnerable
to adversarial attacks, where crackers attempt to trick the system
by introducing incorrect adversarial concern inputs. For instance, in
the field of cyber protection, adversarial attacks specifically target
the weaknesses present in security systems, which are designed using
DL techniques. These attacks affect the manipulation of input packet
information by introducing small malicious noise, which results in
false model predictions [8]. These illustrations emphasize the need
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to analyze and improve AI applications’ stability and safety. Given
the significant influence of AI on different aspects of our lives, it is
crucial to prioritize resolving these security challenges to guarantee the
dependability and credibility of AI-driven techniques [9]. It is crucial
to ensure the security of DL techniques. Also, extensive studies have
been performed to enhance the implementation of deep learning (DL)
techniques and improve their outcome measures [10,11]. Nevertheless,
it is imperative to consider the generality and resilience capacity in the
present day, given the constant emergence of unfamiliar cyber security
risks [12].

As DL-based IDS techniques become more common, adversarial
attacks become more significant. Therefore, it is crucial to develop
effective defense strategies to reduce negative outcomes and ensure
https://doi.org/10.1016/j.simpa.2024.100681
Received 13 June 2024; Accepted 28 June 2024

2665-9638/© 2024 The Author(s). Published by Elsevier B.V. This is an open acce
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
ss article under the CC BY-NC-ND license

https://doi.org/10.1016/j.simpa.2024.100681
https://www.journals.elsevier.com/software-impacts
https://www.journals.elsevier.com/software-impacts
http://crossmark.crossref.org/dialog/?doi=10.1016/j.simpa.2024.100681&domain=pdf
https://github.com/SoftwareImpacts/SIMPAC-2024-147
https://github.com/kousikbarik/Adversarial-attack-defense-analysis/blob/main/README.md
https://github.com/kousikbarik/Adversarial-attack-defense-analysis/blob/main/README.md
mailto:sanjay.misra@ife.no
mailto:kousik.kousik@edu.uah.es
mailto:sanjay.misra@ife.no
https://doi.org/10.1016/j.simpa.2024.100681
http://creativecommons.org/licenses/by-nc-nd/4.0/


K. Barik and S. Misra Software Impacts 21 (2024) 100681
Fig. 1. An outline of the proposed model.
Fig. 2. Architecture of the proposed model.
reliability and stability against adversarial attacks [13]. This presented
study explores the susceptibility of the DL-based technique against
two adversarial attack techniques, i.e., Limited-memory BFGS [14] and
DeepFool [15]. The study illustrates a DL-based defense technique,
i.e., a combined RNN and LSTM optimization defense mechanism to
counter adversarial attacks. In preprocessing, RobustScaler is utilized,
and in feature extraction, Linear Discriminant Analysis (LDA) is em-
ployed [16]. It uses four LSTM architecture layers, i.e., Layer 1, Layer
2, Layer 3, and Layer 4. The Grey Wolf Optimization (GWO) [17]
is used to fine-tune the LSTM model’s hyperparameters to achieve
better optimization performance, and RNN is used as a source of LSTM
layers [18]. Transferability learning is used to the model’s robustness
when subjected to adversarial attacks, such as those generated by the
DeepFool and Limited-memory BFGS methods. This process involves
creating adversarial examples, inputs designed to deceive the model
into making incorrect predictions. The Adam optimizer is known for
its significance in addressing sparse gradients on noisy data. The loss
function utilized is absolute cross-entropy, suitable for forecast studies
where the model predicts probabilities across multiple classes. The pre-
trained model is tested against these adversarial examples to evaluate
its resilience and robustness. This step is vital for understanding the
model’s security and reliability, as adversarial attacks could be a threat.
The model’s outcome is evaluated using a testing dataset.

2. Code functionality and adversarial attacks

The software enables researchers to design defense techniques to
protect against adversarial attacks using DL-based models. The pre-

sented study addresses the research questions mentioned below.
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• How can LSTM architecture layer optimization be performed, and
can RNN be used as a source of LSTM layers, a useful classifier,
and improve the attack detection rate?

• How can DeepFool and Limited-memory BFGS be employed to
develop adversarial attacks?

• What is the importance of transfer learning in adversarial attacks?
• What techniques can be used to enhance the ability of DL mod-

els to identify adversarial attacks by combining hybrid defense
techniques?

Fig. 1 displays the outline of the presented defense model. It incor-
porates the implementations for identifying adversarial attacks in DL-
based techniques, GWO, and adversarial sample creation using Deep-
Fool and Limited-memory BFGS. The software is designed in Python,
and various libraries are employed: ART (Adversarial Robustness Tool-
box) library [19], Scikit-learn, NumPy, Tensorflow, DeepFool, and
Limited-memory BFGS attack. Two publicly available datasets are used,
i.e., CIC-IDS-2017 [20] and CSE-CIC-IDS2018 [21]. Fig. 2. Presents the
design components of the proposed model. The source code includes
the four files mentioned below.

1. Limited-memory BFGS_2017.ipynb: The CIC-IDS-2017 dataset
is processed using RobustScaler. Linear discriminant analysis
(LDA) is used to extract features. The proposed model uses a
combination of LSTM and RNN classifiers for prediction. The
adversarial attacks are created employing the Limited-memory
BFGS technique. It uses four LSTM architecture layers. The GWO
is employed to optimize the LSTM model’s hyperparameters for
better performance, and RNN is used as an input for LSTM
layers. The ReLU (Rectified Linear Unit) and Adam activation

functions are employed. Transferability learning enhances the
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Fig. 3. Comparative outcome using Limited-memory BFGS attack.
Fig. 4. Comparative outcome using DeepFool attack.
model’s performance and creates adversarial examples, inputs
designed to deceive the model into making inaccurate predic-
tions. The presented defense model is trained with 80% of the
training dataset and tested with 20% of the testing data with
four different architectures, i.e., Layer 1, Layer 2, Layer 3, and
Layer 4, to compile and predict the outcome.

2. Deepfool_2017: This scenario uses the CIC-IDS-2017, and other
methods are followed as described earlier. The adversarial sam-
ples are developed using the DeepFool technique. The outcome
of the model is demonstrated.

3. Limited-memory BFGS_2018.ipynb: This method employs the
CSE-CIC-IDS2018; other procedures were followed earlier. The
proposed model’s outcome is evaluated using a limited-memory
BFGS attack to validate its robustness.

4. Deepfool_2018.ipynb: This scenario utilizes the CSE-CIC-IDS2018
dataset and follows the previously specified methodologies. The
adversarial samples are generated using the DeepFool method.
The outcome is demonstrated to validate the proposed model’s
effectiveness.

Figs. 3 and 4 summarize the relative results of the proposed de-
ense model using two different datasets, including different evalua-
ion metrics against Limited-memory BFGS and DeepFool adversarial
ttacks.

Figs. 5 and 6 outline the outcomes of the presented defense model
sing three additional important evaluation parameters: FNR (False
egative Rate), FPR (False Positive Rate), and ASR (Attack Success
ate).

The presented defense model only partially nullifies them. This
ignifies the potential to enhance the model’s capability to oppose
3

and protect against adversarial attacks by increasing its resilience.
More related research is needed. It is imperative to recognize that
the presented model has specific constraints. While it is difficult to
achieve an impenetrable defense, the presented model significantly
increased the amount of time and computational resources a potential
attacker would need to carry out an attack successfully. In real-world
scenarios, the longer time and higher commuting costs associated with
an attack can make it ineffectual or economically unfeasible, acting as
an obstruction and improving safety benchmarks.

3. Software impacts

The presented defense model, which focuses on deploying defense
mechanisms to counter adversarial attacks, is designed with user-
friendliness. While a few research projects currently exist on deep
learning (DL) based adversarial attack detection, there is a lack of
publicly accessible code that includes security approaches designed
to counter against adversarial attacks. The code is accessible to the
public. It can be used to expand upon the existing study on DL-based
adversarial attacks. This user-friendly software, developed in Python,
comes with detailed explanations.

The software presented is not merely a tool but a pragmatic solution
that aids scientists in comprehending the ramifications of adversar-
ial attacks on DL techniques. The software showcases two methods,
Limited-memory BFGS and DeepFool, for developing adversarial at-
tacks. Our software not only offers a comprehensive understanding of
adversarial attacks but also provides three robust defense mechanisms.
These include a combination of LSTM and RNN with four LSTM ar-
chitecture layer optimizations, the GWO global optimum in a search
space, and transfer learning, which creates adversarial examples. The
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Fig. 5. Comparative outcome in terms of FNR, FPR, and ASR using Limited-memory BFGS attack.
Fig. 6. Comparative outcome in terms of FNR, FPR, and ASR using DeepFool attack.
software’s experimental study of two public standard datasets indicates
its capability to control and effectively determine adversarial attacks.
Using the presented software, researchers can design proficiency design
and significantly improve DL models against adversarial attacks.

The presented defense model has supported our studies on mitigat-
ing cyber threats. This model can be applied in practice, expanding
the analysis of adversarial attacks. Its primary focus is developing and
implementing defensive measures against adversarial attacks on the DL
model. Three research papers that were published and were supported
by this practical process include:

1. The study to design a cybersecurity dataset and a presented
framework employing deep learning-based approaches to iden-
tify cyberattacks was published in [22].

2. The paper, published in [23], aimed to design adversarial sam-
ples using various approaches and present an enhanced model
with a protection strategy to evaluate the effectiveness of IDS.

3. IDS-Anta is a publicly available code that utilizes hybrid protec-
tion approaches to identify adversarial attacks in IDS [24].

This software delivered a similar and significant contribution to
the current studies [25–27]. These papers proposed a defense strategy
for DL methods to protect against adversarial attacks. The presented
model’s defense mechanism, characterized by its versatility, enables
researchers to explore several different fields, including data mining
and computer vision.

4. Conclusions and future work

Cyberattacks are growing exponentially, and their magnitude and
intricacy are rising. It is imperative to discern various forms of attacks

and comprehend methodologies. The software provides a user-friendly
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implementation to counter adversarial attacks. Due to its concise pre-
sentation, scientists can employ this software to counter adversarial
attacks. This study’s insights indicate various potential research and
development opportunities, which can be expanded and enriched in
four primary future directions.

1. The presented study used LSTM and RNN as classifiers, and
additional standard datasets can explore other DL-based hybrid
modes with optimization strategies.

2. The study was carried out under controlled development testing
conditions. However, new challenges can be investigated when
the proposed approach is applied in a real-world setting.

3. By combining the heuristic and signature-based methods, it is
possible to comprehensively analyze potential risks and reduce
the occurrence of false alarms.

4. Subsequent research can investigate the ramifications of evolv-
ing adversarial strategies for IDS. Staying updated on evolving
attack methodologies is crucial to enhancing the robustness and
efficiency of DL. Therefore, there is a growing demand for more
research on adversarial attacks, incorporating novel techniques
and defense measures.
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